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Preface

The 15th Brainstorming Week on Membrane Computing (BWMC) was held in Sevilla, from January 31 to February 3, 2017, in the organization of the Research Group on Natural Computing (RGNC) from the Department of Computer Science and Artificial Intelligence of Sevilla University. The first edition of BWMC was organized at the beginning of February 2003 in Rovira i Virgili University, Tarragona, and all the next editions took place in Sevilla at the beginning of February, each year.

The program was available at www.gcn.us.es/15bwc_program

In the style of previous meetings in this series, the 15th edition of BWMC was conceived as a period of active interaction among the participants, with the emphasis on exchanging ideas and cooperation. Several “provocative” talks were delivered, mainly devoted to open problems, research topics, conjectures waiting for proofs, followed by an intense cooperation among the 23 participants – see the list in the end of this preface. The efficiency of this type of meetings was again proved to be very high and the present volume illustrates this assertion.

The present volume is meant to be a working instrument, part of the interaction started during the stay of authors in Sevilla, making possible a further cooperation, this time having a written support.

A selection of papers from this volume will be considered for publication in special issues of Theoretical Computer Science.

After each BWMC, one or two special issues of various international journals were published. Here is their list:

Some of the papers elaborated during the 15th BWMC were submitted to various journals and conferences. The reader interested in the final version of these papers is advised to check the current bibliography of membrane computing available in the domain website http://ppage.psystems.eu.

***

The list of participants as well as their email addresses are given below, with the aim of facilitating the further communication and interaction:

1. José Antonio Andreu-Guzmán, Universidad de Sevilla (Spain)
   andreuguzman36@gmail.com
2. Lucie Ciencialová, Silesian University (Opava, Czech Republic)
   ciecilka@gmail.com
3. Rudolf Freund, Technological University of Vienna (Austria)
   rudifreund@gmx.at
4. Carmen Graciani, Universidad de Sevilla (Spain)
   cgdiaz@us.es
5. Sergiu Ivanov, Université Paris-Est Créteil (France)
   sivanov@colimite.fr
6. Gábor Kolonits, Eötvös Loránd University (Hungary)
   kolonits.gabor@gmail.com
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8. Francisco J. Macías-García, Universidad de Sevilla (Spain)
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As mentioned above, the meeting was organized by the Research Group on Natural Computing from Sevilla University (http://www.gcn.us.es)– and all the members of this group were enthusiastically involved in this (not always easy) work.

The meeting was partially supported by Universidad de Sevilla, more precisely by Department of Computer Science and Artificial Intelligence and VI Plan Propio, Vicerrectorado de Investigación de la Universidad de Sevilla.
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Summary. We introduce a novel kind of P systems in which the application of rules in each step is controlled by a function on the applicable multisets of rules. Some examples are given to exhibit the power of this general concept. Moreover, for three well-known models of P systems we show how they can be simulated by P systems with a suitable fairness function.

1 Introduction

Membrane computing is a research field originally founded by Gheorghe Păun in 1998, see [5]. Membrane systems (also known as P systems) are a model of computing based on the abstract notion of a membrane and the rules associated to it which control the evolution of the objects inside. In many variants of P systems, the work is supported by National Natural Science Foundation of China (61320106005 and 61033003) and the Innovation Scientists and Technicians Troop Construction Projects of Henan Province (154200510012).
the objects are plain symbols from a finite alphabet, but P systems operating on more complex objects (e.g., strings, arrays) have been considered, too, e.g., see [2].

A comprehensive overview of different flavors of membrane systems and their expressive power is given in the handbook, see [6]. For a state of the art snapshot of the domain, we refer the reader to the P systems website [9] as well as to the bulletin series of the International Membrane Computing Society [8].

In this paper we introduce a novel kind of P systems in which the application of rules in each step is controlled by a function on the applicable multisets of rules, possibly also depending on the current configuration; we call this function the fairness function. In the standard variant, the fairness function will be used to choose those applicable multisets for which the fairness function yields the minimal value.

After recalling some preliminary notions and definitions in the next section, in Section 3 we will define our new model of fair P systems and give some examples to exhibit the power of this general concept. In Section 4, for three well-known models of P systems we will show how they can be simulated by P systems with a suitable fairness function. Future research topics finally are touched in Section 5.

2 Preliminaries

In this paper, the set of positive natural numbers \( \{1, 2, \ldots \} \) is denoted by \( \mathbb{N}_+ \), the set of natural numbers also containing 0, i.e., \( \{0, 1, 2, \ldots \} \), is denoted by \( \mathbb{N} \). The set of integers denoted by \( \mathbb{Z} \).

An alphabet \( V \) is a finite set. A (non-empty) string \( s \) over an alphabet \( V \) is defined as a finite ordered sequence of elements of \( V \).

A multiset over \( V \) is any function \( w : V \rightarrow \mathbb{N} \); \( w(a) \) is the multiplicity of \( a \) in \( w \). A multiset \( w \) is often represented by one of the strings containing exactly \( w(a) \) copies of each symbol \( a \in V \); the set of all these strings representing the multiset \( w \) will be denoted by \( \text{str}(w) \). The set of all multisets over the alphabet \( V \) is denoted by \( V^\circ \). By abusing string notation, the empty multiset is denoted by \( \lambda \).

The families of sets of Parikh vectors as well as of sets of natural numbers (multiset languages over one-symbol alphabets) obtained from a language family \( F \) are denoted by \( PsF \) and \( NF \), respectively. The family of recursively enumerable string languages is denoted by \( RE \).

For further introduction to the theory of formal languages and computability, we refer the reader to [6, 7].

2.1 (Hierarchical) P Systems

A hierarchical P system (P system, for short) is a construct

\[
\Pi = (O, T, \mu, w_1, \ldots, w_n, R_1, \ldots R_n, h_i, h_o),
\]

where \( O \) is the alphabet of objects, \( T \subseteq O \) is the alphabet of terminal objects, \( \mu \) is the membrane structure injectively labeled by the numbers from \( \{1, \ldots, n\} \)
and usually given by a sequence of correctly nested brackets, $w_i$ are the multisets giving the initial contents of each membrane $i$ ($1 \leq i \leq n$), $R_i$ is the finite set of rules associated with membrane $i$ ($1 \leq i \leq n$), and $h_i$ and $h_o$ are the labels of the input and the output membranes, respectively ($1 \leq h_i \leq n$, $1 \leq h_o \leq n$).

In the present work, we will mostly consider the generative case, in which $\Pi$ will be used as a multiset language-generating device. We therefore will systematically omit specifying the input membrane $h_i$.

Quite often the rules associated with membranes are multiset rewriting rules (or special cases of such rules). Multiset rewriting rules have the form $u \rightarrow v$, with $u \in O_0 \setminus \{\lambda\}$ and $v \in O_0$. If $|u| = 1$, the rule $u \rightarrow v$ is called non-cooperative; otherwise it is called cooperative. Rules may additionally be allowed to send symbols to the neighboring membranes. In this case, for rules in $R_i$, $v \in O \times Tar_i$, where $Tar_i$ contains the targets out (corresponding to sending the symbol to the parent membrane), here (indicating that the symbol should be kept in membrane $i$), and in$_j$ (indicating that the symbol should be sent into the child membrane $j$ of membrane $i$).

In P systems, rules are often applied in the maximally parallel way: in any derivation step, a non-extendable multiset of rules has to be applied. The rules are not allowed to consume the same instance of a symbol twice, which creates competition for objects and may lead to the P system choosing non-deterministically between the maximal collections of rules applicable in one step.

A computation of a P system is traditionally considered to be a sequence of configurations it successively can pass through, stopping at the halting configuration. A halting configuration is a configuration in which no rule can be applied any more, in any membrane. The result of a computation of a P system $\Pi$ as defined above is the contents of the output membrane $h_o$ projected over the terminal alphabet $T$.

Example 1. For readability, we will often prefer a graphical representation of P systems; moreover, we will use labels to identify the rules. For example, the P system $\Pi_1 = (\{a,b\}, \{b\}, [1], a, R_1, 1)$ with the rule set $R_1 = \{1 : a \rightarrow aa, 2 : a \rightarrow b\}$ may be depicted as in Figure 1.

![Fig. 1. The example P system $\Pi_1$.](image)

Due to maximal parallelism, at every step $\Pi_1$ may double some of the symbols $a$, while rewriting some other instances into $b$.

Note that, even though $\Pi_1$ might express the intention of generating the set of numbers of the powers of two, it will actually generate the whole of $\mathbb{N}_+$ (due to
the halting condition). Indeed, for any \( n \in \mathbb{N}_+ \), \( a^n \) can be generated in \( n \) steps by choosing to apply, in the first \( n - 1 \) steps, \( 1: a \to aa \) to exactly one instance of \( a \) and \( a \to b \) to all the other instances, and by applying \( 2: a \to b \) to every \( a \) in the last step (in fact, for \( n > 1 \), in each step except the last one, in which \( 2: a \to b \) is applied twice, both rules are applied exactly once, as exactly two symbols \( a \) are present, whereas all other symbols are copies of \( b \)).

While maximal parallelism and halting by inapplicability have been standard ingredients from the beginning, various other derivation modes and halting conditions have been considered for P systems, e.g., see [6].

2.2 Flattening

The folklore flattening construction (see [6] for several examples as well as [3] for a general construction) is quite often directly applicable to many variants of P systems. Hence, also for the systems considered in this paper we will not explicitly mention how results are obtained by flattening.

3 P Systems with a Fairness Function

In this section we consider variants of P systems using a so-called fairness function for choosing a multiset of rules out of the set of all multisets of rules applicable to a configuration.

3.1 The General Idea of a Fairness Function in P Systems

Take any (standard) variant of P systems and any (standard) derivation mode. The application of a multiset of rules in addition can be guided by a function computed based on specific features of the underlying configuration and of the multisets of rules applicable to this configuration. The choice of the multiset of rules to be applied then depends on the function values computed for all the applicable multisets of rules.

Therefore, in general we extend the model of a hierarchical P system to the model of a hierarchical P system with fairness function (fair P system for short)

\[ \Pi = (O, T, \mu, w_1, \ldots, w_n, R_1, \ldots R_n, h_1, h_\alpha, f), \]

where \( f \) is the fairness function defined for any configuration \( C \) of \( \Pi \), the corresponding set \( \text{Appl}_\delta(\Pi, C) \) of multisets of rules from \( \Pi \) applicable to \( C \) in the given derivation mode \( \delta \), and any multiset of rules \( R \in \text{Appl}_\delta(\Pi, C) \). We then use the values \( f(C, \text{Appl}_\delta(\Pi, C), R) \) for all \( R \in \text{Appl}_\delta(\Pi, C) \) to choose a multiset \( R' \in \text{Appl}_\delta(\Pi, C) \) of rules to be applied to the underlying configuration \( C \). A standard option for choosing \( R' \) is to require it to yield the minimal value for the fairness function, i.e., we require \( f(C, \text{Appl}_\delta(\Pi, C), R') \leq f(C, \text{Appl}_\delta(\Pi, C), R) \).
for all $R \in \text{Appl}_\delta(\Pi, C)$. As usually the derivation mode $\delta$ will be obvious from the context, we often shall omit it.

The fairness function may be independent from the underlying configuration, i.e., we may write $f(\text{Appl}(\Pi, C), R)$ only; in the simplest case, $f$ is even independent from $\text{Appl}(\Pi, C)$, hence, in this case we only write $f(R)$.

**Fair or Unfair**

One may argue that it is fair to use rules in such a way that each rule should be applied if possible and, moreover, all rules should be applied in a somehow balanced way. Hence, a fairness function for applicable multisets should compute the best value for those multisets of rules fulfilling these guidelines.

On the other hand, we may choose the multiset of rules to be applied in such a way that it is the unfairest one. In this sense, let us consider the following unfair example.

**Example 2.** Consider the P system $\Pi_1 = (\{a, b\}, \{b\}, [1], a, R_1, 1)$ with the rule set $R_1 = \{1 : a \rightarrow aa, 2 : a \rightarrow b\}$ as considered in Example 1 together with the fairness function $f_2$ defined as follows: if a rule is applied $n$ times then it contributes to the function value of the fairness function $f_2$ for the multiset of rules with $2^{-n}$. The total value for $f_2(R)$ for a multiset of rules $R$ containing $k$ copies of rule $1 : a \rightarrow aa$ and $m$ copies of rule $2 : a \rightarrow b$ then is the sum $2^{-k} + 2^{-m}$. The resulting fair P system $\Pi_2 = (\{a, b\}, \{b\}, [1], a, R_1, 1, f_2)$ is depicted in Figure 2; we observe that it can also be written as $(\Pi_1, f_2)$.

\[
\begin{array}{c}
1 : a \rightarrow aa \\
2 : a \rightarrow b \\
a; f_2 \\
\end{array}
\]

**Fig. 2.** The P system $\Pi_2$

In this fair P system (or in this case we might also call it maximally unfair) with one membrane working in the maximally parallel way, we again start with the axiom $a$ and use the two rules $1 : a \rightarrow aa$ and $2 : a \rightarrow b$. If we apply only one of these rules to all $m$ objects $a$, then the function value is $2^{-m}$ and is minimal compared to the function values computed for a mixed multiset of rules using both rules at least once.

Starting with the axiom $a$ we use the rule $1 : a \rightarrow aa$ in the maximal way $k$ times thus obtaining $2^k$ symbols $a$. Then in the last step, for all $a$ we use the rule $2 : a \rightarrow b$ thus obtaining $2^k$ symbols $b$. We cannot mix the two rules in one of the derivation steps as only the clean use of exactly one of them yields the minimal value for the fairness function.
We observe that the effect is similar to that of controlling the application of rules by the well-known control mechanism called label selection, e.g., see [4], where either the rule with label 1 or the rule with label 2 has to be chosen. We will return to this model in Section 4.3.

The following weird example shows that the fairness function should be chosen from a suitable class of (at least recursive) functions, as otherwise the whole computing power comes from the fairness function:

**Example 3.** Take the fair P system $\Pi_3$ with one membrane working in the maximally parallel way, starting with the axiom $a$ and using the three rules 1: $a \rightarrow aa$, 2: $a \rightarrow a$, and 3: $a \rightarrow b$, see Figure 3.

![Fig. 3. The P system $\Pi_3$](image)

Moreover, let $M \subset \mathbb{N}_+$, i.e., an arbitrary set of positive natural numbers. The fairness function $f_M$ on multisets of rules over these three rules and a configuration containing $m$ symbols $a$ is defined as follows: For any multiset of rules $R$ containing copies of the rules 1: $a \rightarrow aa$, 2: $a \rightarrow a$, and 3: $a \rightarrow b$,

- $f(R) = 0$ if $R$ only contains $m$ copies of rule 3 and $m \in M$,
- $f(R) = 0$ if $R$ only contains exactly one copy of rule 1 and the rest are copies of rule 2,
- $f(R) = 1$ for any other applicable multiset of rules.

Again the choice is made by applying only multisets of rules which yield the minimal value $f(R) = 0$. If we use rule 1: $a \rightarrow aa$ once and rule 2: $a \rightarrow a$ for the rest, this increases the number of symbols $a$ in the skin membrane by one. Thus, in $m - 1$ steps we get $m$ symbols $a$. If $m$ is in $M$, we now may use rule 3: $a \rightarrow b$ for all symbols $a$, thus obtaining $m$ symbols $b$, and the system halts. In that way, the system generates exactly $\{b^m \mid m \in M\}$.

To make this example a little bit less weird, we may only allow computable sets $M$. Still, the whole computing power is in the fairness function $f_M$ alone, with $f_M$ only depending on the multiset of rules.

We now again return to Example 2 and illustrate how the same result can be obtained by using another fairness function in the standard *unfair* mode using the multisets of rules with minimal fairness value; on the other hand, we will also show what happens if we try to be *fair* and use the rules in a *balanced* way.
Example 4. Consider the P system $\Pi_1 = (\{a, b\}, \{b\}, [1]_1, a, R_1, 1)$ with the rule set $R_1 = \{1 : a \rightarrow aa, 2 : a \rightarrow b\}$ as considered in Example 1 together with the fairness function $f_4(R)$ for any multiset $R$ of rules defined as follows: consider $f_4(R) = |\text{str}(R)|$, i.e., $f_4(R)$ is the number of different strings representing the multiset $R$. The resulting fair P system $\Pi_4 = (\Pi_1, f_4) = (\{a, b\}, \{b\}, [1]_1, a, R_1, 1, f_4)$ is depicted in Figure 4.

![Fig. 4. The P system $\Pi_4$](image)

With the standard selection of multisets of rules to be applied by choosing those with the minimal value of the fairness function, we obtain the same result for the set of multisets generated by $\Pi_4$, i.e., $\{a^{2^n} \mid n \in \mathbb{N}\}$, because only the pure multisets of rules $R$ containing only copies of rule 1 or only copies of rule 2 yield $f(R) = 1$, whereas any mixed multiset of rules containing both rules at least once yields a bigger value.

On the other hand, if we try to be fair and use both rules in a balanced way, i.e., by choosing those multisets of rules yielding the maximum values of $f_4$, then the generated set is the singleton $\{b\}$, which can be generated in one step from the axiom $a$ by using rule $2 : a \rightarrow b$. Any other derivation starting with using rule $1 : a \rightarrow aa$ will not yield any result due to running into an infinite computation without any chance to halt: as soon as $aa$ has been generated, only once the rule $1 : a \rightarrow aa$ and once the rule $2 : a \rightarrow b$ can be used as only this combination of rules yields $f_4((1, 2)) = |\{12, 21\}| = 2 > 1 = f_4((1, 1)) = f_4((2, 2))$ (we here use the brackets $\langle , \rangle$ to describe a multiset).

The problem with halting observed in the example above when using only non-cooperative rules seems to be an inherent one when using a fair (balanced) selection of multisets of rules. These variants may deserve further investigations in the future, but in this paper we will restrict ourselves to the standard (maximally unfair) selection of multisets of rules to be applied as in the previous examples.

4 First Results

In this section, we show three general results. The first one describes how priorities can be simulated by a suitable fairness function in P systems of any kind working in the sequential mode. The second one exhibits how P systems with energy control, see [1], can be simulated by suitable fair P systems for any arbitrary derivation.
mode. Finally we show how P systems with rule label control, see [4], can be simulated by suitable fair P systems for any arbitrary derivation mode.

4.1 Simulating Priorities in the Sequential Derivation Mode

In the sequential derivation mode, exactly one rule is applied in every derivation step of the P system \( \Pi \). Given a configuration \( C \) and the set of applicable rules \( \text{Appl}(\Pi, C) \) not taking into account a given priority relation \( < \) on the rules, we define the fairness function to yield 0 for each rule in \( \text{Appl}(\Pi, C) \) for which no rule in \( \text{Appl}(\Pi, C) \) with higher priority exists, and 1 otherwise. Thus, only a rule with highest priority can be applied. More formally, this result now is proved for any kind of P systems working in the sequential derivation mode:

**Theorem 1.** Let \((\Pi, <)\) be a P system of any kind with the priority relation \(<\) on its rules and working in the sequential derivation mode. Then there exists a fair P system \((\Pi, f)\) with fairness function \(f\) simulating the computations in \((\Pi, <)\) selecting the multisets of rules with minimal values.

**Proof.** First we observe that the main ingredient \(\Pi\) is exactly the same in both \((\Pi, <)\) and \((\Pi, f)\), i.e., we only replace the priority relation \(<\) by the fairness function \(f\). As already outlined above, for any configuration \(C\) of \(\Pi\) we now define \(f\) for any rule \(r\) as follows (we point out that here the fairness function not only depends on \(\{r\}\), but also on \(\text{Appl}(\Pi, C)\)):

- \(f(\text{Appl}(\Pi, C), \{r\}) = 0\) if and only if there exists no rule \(r' \in \text{Appl}(\Pi, C)\) such that \(r < r'\), and
- \(f(\text{Appl}(\Pi, C), \{r\}) = 1\) if and only if there exists a rule \(r' \in \text{Appl}(\Pi, C)\) such that \(r < r'\).

If we now define the task of \(f\) as choosing only those rules with minimal value, i.e., a rule \(r\) can be applied to configuration \(C\) if and only if \(f(\text{Appl}(\Pi, C), \{r\}) = 0\), then we obtain the desired result. \(\square\)

4.2 Simulating Energy Control

Recently we have considered P systems where a specific amount of energy is assigned to each rule, see [1]. There, only those multisets of rules are applied which use the minimal amount of energy. In a similar way the amount of energy coming up with a multiset of rules can be seen as the value of the fairness function. The minimal amount of energy then exactly corresponds with the minimal fairness.

In this paper, from the two variants of energy-controlled P systems we only consider the one where the energy is directly assigned to the rules. This variant of P systems is called a rule energy-controlled P system. The multisets or sets of rules to be applied to a given configuration must fulfill the condition of yielding the minimal amount of energy.
Formally, in a rule energy-controlled P system the rules are of the form \((p, v)\) where \(p\) is a rule of a specific type like cooperative or non-cooperative and \(v\) is an integer energy value. The total energy value of a multiset of rules can be defined in different ways, but in the following we will assume it to simply be the sum of energy values of the rules in the multiset and denote this function computing the energy value of a multiset of rules in this way by \(\sigma\).

**Theorem 2.** Let \((\Pi, \sigma)\) be a rule energy-controlled P system working in any derivation mode, using any kind of rules and using the sum function \(\sigma\) for computing the energy value of a multiset of rules. Then there exists a fair P system \((\Pi', f)\) with fairness function \(f\) simulating the computations in \((\Pi, \sigma)\) with \(f\) selecting the multisets of rules with minimal values.

**Proof.** By definition, in the rule energy-controlled P system \((\Pi, \sigma)\) a multiset of rules can be applied to given configuration only if the application of \(\sigma\) yields the minimal value in \(\mathbb{Z}\). The fair P system \((\Pi', f)\) with fairness function \(f\) now is constructed from \((\Pi, \sigma)\) by replacing any rule with energy \((p, v)\) by the rule \(p\) itself, but on the other hand defining the fairness function \(f\) for a multiset of rules to take \(v\) as the value assigned to the rule \(p\) having been obtained from \((p, v)\). By summing up these values for the whole multiset and selecting only those multisets of rules applicable to a given configuration in the given derivation mode which have minimal values, \(f\) fulfills the same task in \((\Pi', f)\) as \(\sigma\) does in \((\Pi, \sigma)\). Hence, in any derivation mode, \((\Pi', f)\) simulates exactly step by step the derivations in \((\Pi, \sigma)\), obviously yielding the same computation results. \(\square\)

### 4.3 Simulating Label Selection

In P systems with label selection only rules belonging to one of the predefined subsets of rules can be applied to a given configuration, see [4].

For all the variants of P systems defined in Section 2, we may consider to label all the rules in the sets \(R_1, \ldots, R_m\) in a one-to-one manner by labels from a set \(H\) and to take a set \(W\) containing subsets of \(H\). Then a P system with label selection is a construct

\[
\Pi^\text{ls} = (O, T, \mu, w_1, \ldots, w_n, R_1, \ldots R_n, h_i, h_o, H, W),
\]

where \(\Pi = (O, T, \mu, w_1, \ldots, w_n, R_1, \ldots R_n, h_i, h_o)\) is a P system as in Section 2, \(H\) is a set of labels for the rules in the sets \(R_1, \ldots, R_m\), and \(W \subseteq 2^H\). In any transition step in \(\Pi^\text{ls}\) we first select a set of labels \(U \in W\) and then apply a non-empty multiset \(R\) of rules applicable in the given derivation mode restricted to rules with labels in \(U\).

The following proof exhibits how the fairness function can also be used to capture the underlying derivation mode.
Theorem 3. Let \((\Pi, H, W)\) be a P system with label selection using any kind of rules in any kind of derivation mode. Then there exists a fair P system \((\Pi', f)\) with fairness function \(f\) simulating the computations in \((\Pi, H, W)\) with \(f\) selecting the multisets of rules with minimal values.

Proof. By definition, in the P system \((\Pi, H, W)\) with label selection a multiset of rules can be applied to given configuration only if all the rules have labels in a selected set of labels \(U \in W\). We now consider the set of all multisets of rules applicable to a configuration \(C\), denoted by \(\text{Appl}_{\text{asyn}}(\Pi, C)\), as it corresponds to the asynchronous derivation mode (abbreviated asyn); from those we select all \(R\) which obey to the label selection criterion, i.e., there exists a \(U \in W\) such that the labels of all rules in \(R\) belong to \(U\), and then only take those which also fulfill the criteria of the given derivation mode restricted to rules with labels from \(U\).

Hence we define \((\Pi', f)_\delta\) for any derivation mode \(\delta\) for any multiset of rules \(R \in \text{Appl}_{\text{asyn}}(\Pi, C)\) as follows:

- \(f_\delta(C, \text{Appl}_{\text{asyn}}(\Pi, C), R) = 0\) if there exists a \(U \in W\) such that the labels of all rules in \(R\) belong to \(U\), and, moreover, \(R \in \text{Appl}(\Pi_U, C)\), where \(\Pi_U\) is the restricted version of \(\Pi\) only containing rules with labels in \(U\), as well as
- \(f_\delta(C, \text{Appl}_{\text{asyn}}(\Pi, C), R) = 1\) otherwise.

According to our standard selection criterion, we choose only those multisets of rules where the fairness function yields the minimal value 0, i.e., those \(R\) such that there exists a \(U \in W\) such that the labels of all rules in \(R\) belong to \(U\) and \(R\) is applicable according to the underlying derivation mode with rules restricted to those having a label in \(U\), which exactly mimicks the way of choosing \(R\) in \((\Pi, H, W)\). Therefore, in any derivation mode \(\delta\), \((\Pi', f_\delta)\) simulates exactly step by step the derivations in \((\Pi, H, W)\), obviously yielding the same computation results. 

5 Conclusions and Future Research

In this article, we introduced and partially studied P systems with the application of rules in each step being controlled by a function on the applicable multisets of rules.

We have given several examples exhibiting the power of using suitable fairness functions. Moreover, we have shown how priorities can be simulated by a suitable fairness function in P systems of any kind working in the sequential mode as well as how P systems with energy control or label selection can be simulated by fair P systems with a suitable fairness function for any derivation mode.

Yet with all these examples and results we have just given a glimpse on what could be investigated in the future for P systems in connection with fairness functions:
• consider other variants of hierarchical P systems working in different derivation modes, e.g., also taking into consideration the set derivation modes;
• extend the notion of fair to tissue P systems, i.e., P systems on an arbitrary graph structure;
• extend the notion of fair to P systems with active membranes, there probably also controlling the division of membranes;
• investigate the effect of selecting the multiset of rules to be applied to a given configuration by other criteria than just taking those yielding the minimal values for the fairness function;
• consider other variants of fairness functions, either less powerful or taking into account other features of $\text{Appl}(\Pi, C)$ and/or the multiset of rules $R$;
• investigate the effect of selecting the multiset to be applied to a given configuration by requiring it to contain a balanced (really fair) amount of copies of each applicable rule;
• show similar simulation results with suitable fairness functions as in Section 4 for other control mechanisms used in the area of P systems;
• ...
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1 Introduction

Membrane computing is a research field originally founded by Gheorghe Păun in 1998, see [13]. Membrane systems (also known as P systems) are a model of computing based on the abstract notion of a membrane. Formally, a membrane is treated as a container delimiting a region; a region may contain objects which are acted upon by the rewriting rules associated with the membranes. Quite often, the objects are plain symbols coming from a finite alphabet, but P systems operating on more complex objects (e.g., strings, arrays) are often considered, too, e.g., see [9].

A comprehensive overview of different flavors of membrane systems and their expressive power is given in the handbook which appeared in 2010, see [14]. For a state of the art snapshot of the domain, we refer the reader to the P systems website [17], as well as to the bulletin of the International Membrane Computing Society [16].

Dynamic evolution of the set of available rules has been considered from the very beginning of membrane computing. Already in 1999, generalized P systems were introduced in [8]; in these systems the membranes, alongside the objects, contain operators which act on these objects, while the P system itself acts on the operators, thereby modifying the transformations which will be carried out on the objects in the subsequent steps. Among further ideas on dynamic rules, one may list rule creation [4], activators [1], inhibiting/deinhibiting rules [7], and synport/antiport of rules [6]. One of the more recent developments in this direction are polymorphic P systems [2, 3, 12], in which rules are defined by pairs of membranes, whose contents may be modified by moving objects in or out.

We remark that the previous studies on dynamic rule sets either treated the rules as atomic entities (symport/antiport of rules, operators in generalized P systems), or allowed virtually unlimited possibilities of tampering with their shape (polymorphic P systems). In the present work, we propose a yet different approach which can be seen as an intermediate one.

In P systems with randomized rule-right-hand sides (or with randomized RHS, for short), the available left-hand sides and right-hand sides of rules are fixed, but the associations between them are re-evaluated in every step: a left-hand side may pick a right-hand side arbitrarily (randomly). In Section 3, we present three different formal definitions of this intuitive idea of randomized RHS:

1. rules exchange their RHS,
2. each rule randomly picks an RHS from a common collection of RHS, shared between the rules,
3. each rule randomly picks an RHS from a possible collection of RHS associated with the rule itself.

P systems with randomized RHS may have a real-world (possibly biological) application for representing systems in a hostile environment. The modifications such P systems effect on their rules may be used to represent perturbations caused
by the environment (mutations), somewhat in the spirit of faulty Turing machines (e.g., see [5]).

In this article, we will focus on the expressive power of P systems with randomized RHS, as well as on comparing them to the classical model with or without cooperative rules. One of the central conclusions of the present work is that non-cooperative P systems with randomized RHS can generate exponential number languages, thus (partially) surpassing the power of conventional P systems.

This paper is structured as follows. Section 2 recalls some preliminaries about multisets, strings, permutations, as well as conventional P systems. Section 3 defines the three variants of RHS randomization. Section 4 discusses the computational power of the three variants of P systems with randomized RHS. Section 5 shows a binary normal form for one of the variants of P systems with randomized RHS. Section 6 discusses extensions of the three variants of RHS randomization to tissue P systems. Finally, Section 7 summarizes the results of the article and gives some directions for future work.

2 Preliminaries

In this paper, the set of positive natural numbers \( \{1, 2, \ldots \} \) is denoted by \( \mathbb{N}^+ \), the set of natural numbers also containing 0, i.e., \( \{0, 1, 2, \ldots \} \), is denoted by \( \mathbb{N} \). Given \( k \in \mathbb{N}^+ \), we will call the set \( \mathbb{N}^+_k = \{x \in \mathbb{N}^+ \mid 1 \leq x \leq k\} \) an initial segment of \( \mathbb{N}^+ \).

An alphabet \( V \) is a finite set. The families of recursively enumerable, context-free, linear, and regular languages, and of languages generated by tabled Lindenmayer systems are denoted by \( \text{RE}, \text{CF}, \text{LIN}, \text{REG} \), and \( \text{ET0L} \), respectively. The families of sets of Parikh vectors as well as of sets of natural numbers (multiset languages over one-symbol alphabets) obtained from a language family \( F \) are denoted by \( \mathcal{P}_F \) and \( \mathcal{N}_F \), respectively.

For further introduction to the theory of formal languages and computability, we refer the reader to [14, 15].

2.1 Linear Sets over \( \mathbb{N} \)

A linear set over \( \mathbb{N} \) generated by a set of vectors \( A = \{a_i \mid 1 \leq i \leq d\} \subseteq_{\text{fin}} \mathbb{N}^n \) (here \( A \subseteq_{\text{fin}} B \) indicates that \( A \) is a finite subset of \( B \)) and an offset \( a_0 \in \mathbb{N}^n \) is defined as follows:

\[
\langle A, a_0 \rangle_{\mathbb{N}} = \left\{ a_0 + \sum_{i=1}^d k_ia_i \mid k_i \in \mathbb{N}, \ 1 \leq i \leq d \right\}.
\]

If the offset \( a_0 \) is the zero vector 0, we call the corresponding linear set homogeneous; we also use the short notation \( \langle A \rangle_{\mathbb{N}} = \langle A, 0 \rangle_{\mathbb{N}} \).

We use the notation \( \mathbb{N}^n \text{LIN}_\mathbb{N} = \{\langle A, a_0 \rangle_{\mathbb{N}} \mid A \subseteq_{\text{fin}} \mathbb{N}^n, \ a_0 \in \mathbb{N}^n\} \), to refer to the class of all linear sets of \( n \)-dimensional vectors over \( \mathbb{N} \). Semi-linear sets are
defined as finite unions of linear sets. We use the notation $\mathbb{N}^n SLIN_N$ to refer to the classes of semi-linear sets of $n$-dimensional vectors. In case no restriction is imposed on the dimension, $n$ is replaced by $\ast$. We may omit $n$ if $n = 1$. A finite union of linear sets which only differ in the starting vectors is called uniform semilinear:

$$\mathbb{N}^n SLIN_N^U = \{ \bigcup_{b \in B} \langle A, b \rangle_N \mid A \subset \text{fin} \mathbb{N}^n, B \subset \text{fin} \mathbb{N}^n \}$$

Let us denote such a set by $\langle A, B \rangle_N$.

Note that a uniform semilinear set $\langle A, B \rangle_N$ can be seen as a pairwise sum of the finite set $B$ and the homogeneous linear set $\langle A \rangle_N$:

$$\langle A, B \rangle_N = \{ a + b \mid a \in \langle A \rangle_N, b \in B \}.$$ 

This observation immediately yields the conclusion that the sum of two uniform semilinear sets $\langle A_1, B_1 \rangle_N$ and $\langle A_2, B_2 \rangle_N$ is uniform semilinear as well and can be computed in the following way:

$$\langle A_1, B_1 \rangle_N + \langle A_2, B_2 \rangle_N = \{ a + b \mid a \in \langle A_1 \cup A_2 \rangle_N, b \in B_1 + B_2 \}.$$ 

As is folklore,

$$PsCF = PsLIN = PsREG = \mathbb{N}^* SLIN_N,$$

### 2.2 Multisets

A multiset over $V$ is any function $w : V \rightarrow \mathbb{N}$; $w(a)$ is the multiplicity of $a$ in $w$. A multiset $w$ is often represented by one of the strings containing exactly $w(a)$ copies of each symbol $a \in V$. The set of all multisets over the alphabet $V$ is denoted by $V^\circ$. By abusing string notation, the empty multiset is denoted by $\lambda$.

The projection (restriction) of $w$ over a sub-alphabet $V' \subseteq V$ is the multiset $w|_{V'}$ defined as follows:

$$w|_{V'}(a) = \begin{cases} w(a), & a \in V'; \\ 0, & a \in V \setminus V'. \end{cases}$$

**Example 1.** The string $aab$ can represent the multiset $w : \{a, b\} \rightarrow \mathbb{N}$ with $w(a) = 2$ and $w(b) = 1$. The projection $w|_{\{a\}} = w'$ is defined as $w'(a) = w(a) = 2$ and $w'(b) = 0$.

We will (ab)use the symbol $\in$ to denote the relation “is a member of” for multisets. Therefore, for a multiset $w$, $a \in w$ will stand for $w(a) > 0$.

### 2.3 Strings and Permutations

A (non-empty) string $s$ over an alphabet $V$ traditionally is defined as a finite ordered sequence of elements of $V$. Equivalently, we can define a string of length
$k$ as a function assigning symbols to positions: $s : \mathbb{N}_+^k \rightarrow V$. Thus, the string $s = aab$ can be equivalently defined as the function $s : \mathbb{N}_+^3 \rightarrow \{a, b\}$ with $s(1) = a$, $s(2) = a$, and $s(3) = b$. We will use the traditional notation $|s|$ to refer to the length of the string $s$ (i.e., the size $k$ of the initial segment $\mathbb{N}_+^k$ it is defined on). In addition, the size of the empty string $\lambda$ is 0.

A string $s : \mathbb{N}_+^k \rightarrow V$ is not necessarily surjective (there may be symbols from $V$ that do not appear in $s$). We will use the notation $\text{set}(s)$ to refer to the set of symbols appearing in $s$ (the image of $s$):

$$\text{set}(s) = \{a \in V \mid a = s(i) \text{ for some } i \in \mathbb{N}_+^{|s|}\}.$$  

Given a string $s : \mathbb{N}_+^k \rightarrow V$, a prefix of length $k' \leq k$ of $s$ is the restriction of $s$ to $\mathbb{N}_+^{k'} \subseteq \mathbb{N}_+^k$. For example, $aa$ is a prefix of length 2 of the string $aab$. We will use the notation $\text{pref}_{k'}(s)$ to denote the prefix of length $k'$ of $s$.

Given a finite set $A$, a permutation of $A$ is any bijection $\rho : A \rightarrow A$. Given a permutation $\sigma : \mathbb{N}_+^k \rightarrow \mathbb{N}_+^k$ and a string $s : \mathbb{N}_+^k \rightarrow V$ of length $k$, applying $\sigma$ to $s$ is defined as $\sigma(s) = s \circ \sigma$ (where $\circ$ is the function composition operator).

**Example 2.** Following the widespread tradition, we will write permutations in Cauchy’s two-line notation. The permutation $\sigma_{\text{rev}}$ of $\mathbb{N}_+^3$ which “reverses the order” of the numbers, can be written as follows:

$$\sigma_{\text{rev}} = \begin{pmatrix} 1 & 2 & 3 \\ 3 & 2 & 1 \end{pmatrix}.$$  

Applying $\sigma_{\text{rev}}$ to a string reverses it:

$$\sigma_{\text{rev}}(aab) = baa.$$  

Any finite set $B$ trivially can be represented by one of the strings listing all of its elements exactly once. All such strings are equivalent modulo permutations. Given a fixed enumeration $B = \{b_1, \ldots, b_n\}$, we define the canonical string representation of $B$ to be the string $\delta(B) = b_1 \ldots b_n$.

### 2.4 Rule Sides

We consider arbitrary labeled multiset rules $r : u \rightarrow v$ over an alphabet $V$, where $r$ is the rule label we attach for convenience, and $u$ and $v$ are strings over $V$ representing multisets. As usual, the application of such a rule means replacing the multiset represented by $u$ by the multiset represented by $v$.

For a given rule $r : u \rightarrow v$, we define the left-hand-side and the right-hand-side functions as follows:

$$\text{lhs}(u \rightarrow v) = \text{lhs}(r) = (u),$$  

$$\text{rhs}(u \rightarrow v) = \text{rhs}(r) = (v).$$  

Using the brackets ( and ), for a given string $w$, the notation $(w)$ is used to describe the multiset represented by $w$. As usual, we will extend the notations
for these functions $lhs$ and $rhs$ lifted to sets of rules: given a set of rules $R$, $lhs(R) = \{lhs(r) \mid r \in R\}$ and $rhs(R) = \{rhs(r) \mid r \in R\}$. Furthermore, for any string (finite ordered sequence) of rules $\rho : N^+ \to R$ we define the strings of left-hand sides $lhs(\rho) = lhs \circ \rho$ and of right-hand sides $rhs(\rho) = rhs \circ \rho$.

**Example 3.** Take $R = \{r_1 : aa \to ab, r_2 : cc \to cd\}$ and consider the string of rules $\rho = r_1 r_1 r_2$. Then $lhs(\rho) = (aa)(aa)(cc)$ and $rhs(\rho) = (ab)(ab)(cd)$. Thus, $lhs(\rho)$ and $rhs(\rho)$ can be considered as *strings of multisets*.

We will (ab)use the symbol $\to$ for combining two strings of multisets $\alpha, \beta : N^+ \to V^\circ$ of the same length $k$. The string $\alpha \to \beta$ will be defined as follows, for any $i \in N^+$:

$$(\alpha \to \beta)(i) = \alpha(i) \to \beta(i).$$

**Example 4.** Consider the following two strings of multisets: $\alpha = (aa)(aa)(cc)$ and $\beta = (ab)(ab)(cd)$. $\alpha \to \beta$ is simply the string of rules that can be obtained by taking the multisets from $\alpha$ as left-hand sides and $\beta$ as right-hand sides, in the given order: $\alpha \to \beta = (aa) \to (ab)(aa) \to (ab)(cc) \to (cd)$ (which exactly corresponds with $\rho$ from Example 3).

### 2.5 (Hierarchical) P Systems

A (hierarchical) *P system* is a construct

$$II = (O, T, \mu, w_1, \ldots, w_n, R_1, \ldots, R_n, h_i, h_o),$$

where $O$ is the alphabet of objects, $T \subseteq O$ is the alphabet of terminal objects, $\mu$ is the membrane structure injectively labeled by the numbers from $\{1, \ldots, n\}$ and usually given by a sequence of correctly nested brackets, $w_i$ are the multisets giving the initial contents of each membrane $i$ ($1 \leq i \leq n$), $R_i$ is the finite set of rules associated with membrane $i$ ($1 \leq i \leq n$), and $h_i$ and $h_o$ are the labels of the input and the output membranes, respectively ($1 \leq h_i \leq n$, $1 \leq h_o \leq n$).

In the present work, we will mostly consider the generative case, in which $II$ will be used as a multiset language-generating device. We therefore will systematically omit specifying the input membrane $h_i$.

Quite often the rules associated with membranes are multiset rewriting rules (or special cases of such rules). Multiset rewriting rules have the form $u \to v$, with $u \in O^\circ \setminus \{\lambda\}$ and $v \in O^\circ$. If $|u| = 1$, the rule $u \to v$ is called non-cooperative; otherwise it is called cooperative. Rules may additionally be allowed to send symbols to the neighboring membranes. In this case, for rules in $R_i$, $v \in O \times Tar_i$, where $Tar_i$ contains the targets *out* (corresponding to sending the symbol to the parent membrane), *here* (indicating that the symbol should be kept in membrane $i$), and *in$_h$* (indicating that the symbol should be sent into the child membrane $h$ of membrane $i$). Note that all variants of the function $rhs$, as well as the operator $\to$ from the previous section can be naturally extended to rules having right-hand sides with target indications (from $O \times Tar_i$).
In P systems, rules are often applied in the maximally parallel way: in any derivation step, a non-extendable multiset of rules has to be applied. The rules are not allowed to consume the same instance of a symbol twice, which creates competition for objects and may lead to the P system choosing non-deterministically between the maximal collections of rules applicable in one step.

A computation of a P system is traditionally considered to be a sequence of configurations it can successively pass through, stopping at the halting configuration. A halting configuration is a configuration in which no rule can be applied any more, in any membrane. The result of a computation of a P system $\Pi$ as defined above is the contents of the output membrane $h_o$ projected over the terminal alphabet $T$.

**Example 5.** For readability, we will often prefer a graphical representation of P systems. For example, the P system $\Pi_1 = (\{a, b\}, \{b\}, [1], a, R, 1)$ with the rule set $R = \{a \rightarrow aa, a \rightarrow b\}$ may be depicted as in Figure 1.

![Fig. 1. The example P system $\Pi_1$](image)

Due to maximal parallelism, at every step $\Pi_1$ may double some of the symbols $a$, while rewriting some other instances into $b$.

Note that, even though $\Pi_1$ might express the intention of generating the set of numbers of the powers of two, it will actually generate the whole of $\mathbb{N}^+$ (due to halting). Indeed, for any $n \in \mathbb{N}^+$, $a^n$ can be generated in $n$ steps by choosing to apply, in the first $n-1$ steps, $a \rightarrow aa$ to exactly one instance of $a$ and $a \rightarrow b$ to all the other instances, and by applying $a \rightarrow b$ to every $a$ in the last step (in fact, for $n > 1$, in each step except the last one, in which $a \rightarrow b$ is applied twice, both rules are applied exactly once, as exactly two symbols $a$ are present, whereas all other symbols are copies of $b$).

While maximal parallelism and halting by inapplicability are staple ingredients, various other derivation modes and halting conditions have been considered for P systems, e.g., see [14].

We will use the notation $OP_n(coo)$ to denote the family of P systems with at most $n$ membranes, with cooperative rules. To denote the family of such P systems with non-cooperative rules, we replace $coo$ by $ncoo$. To denote the family of languages of multisets generated by these P systems, we prepend $Ps$ to the notation, and to denote the family of the generated number languages, we prepend $N$. 
3 P Systems with Randomized RHS

In this section we consider three different variants of defining P systems with randomized RHS. We immediately point out that, despite the common intuitive background, the details of the resulting semantics vary quite a lot.

3.1 Variant 1: Random RHS Exchange

In this variant of P systems, rules randomly exchange right-hand sides at the beginning of every evolution step. This variant was the first to be conceived and is the closest to the classical definition.

A P system with random RHS exchange is a construct

$$\Pi = (O, T, \mu, w_1, \ldots, w_n, R_1, \ldots, R_n, h_0),$$

where the components of the tuple are defined as in the classical model (Section 2.5).

As different from conventional P systems, \(\Pi\) does not apply the rules from \(R_i\) directly. Instead, for each membrane \(1 \leq i \leq n\), we take the canonical representation of \(R_i\), i.e., \(\delta(R_i)\), and non-deterministically (randomly) choose a permutation \(\sigma : \mathbb{N}^{|R_i|} \to \mathbb{N}^{|R_i|}\) to compute the canonical representation of \(R_{\sigma i}\) from \(\delta(R_i)\) as follows:

$$\delta(R_{\sigma i}) = \text{lhs}(\delta(R_i)) \to \sigma(\text{rhs}(\delta(R_i))).$$

We now extract the set of rules \(R_{\sigma i} = \text{set}(\delta(R_{\sigma i}))\) described by the string \(\delta(R_{\sigma i})\) as constructed above. \(\Pi\) will then apply the rules from \(R_{\sigma i}\) according to the usual maximally parallel semantics in membrane \(i\).

In other words, \(\Pi\) non-deterministically permutes the right-hand sides of rules in each membrane \(i\), and then applies the obtained rules according to the maximally parallel semantics.

Note that we first have to transform the set \(R_i\) into its canonical string representation \(\delta(R_i)\) in order to be able to obtain a correct representation of the \(|R_i|\) rules and from that a correct representation of the \(|R_i|\) rules in \(R_{\sigma i}\), even if the number of different left-hand sides and/or different right-hand sides of rules does not equal \(|R_i|\).

Example 6. Consider the P system \(\Pi_2 = (\{a, b\}, \{b\}, \{a\}, a, R, 1)\) with the rule set \(R = \{a \to aa, c \to b\}\). \(\Pi_2\) is graphically represented in Figure 2.

The number language generated by \(\Pi_2\) (the set of numbers of instances of \(b\) that may appear in the skin after \(\Pi_2\) has halted) is exactly \(\{2^n \mid n \in \mathbb{N}^+\}\). Indeed, while \(\Pi_2\) applies the identity permutation on the right-hand sides, \(a \to aa\) will double the number of symbols \(a\), while the rule \(c \to b\) will never be applicable. When \(\Pi_2\) exchanges the right-hand sides of the rules, the rule \(a \to b\) will rewrite every symbol \(a\) into a symbol \(b\). After this has happened, no rule will ever be applicable any more and \(\Pi_2\) will halt with \(2^n\) symbols \(b\) in the skin, where \(n + 1\) is the number of computation steps taken.
We will use the notation
\[ OP_n(\text{rhsExchange}, \text{coo}) \]
\[ \text{to denote the family of P systems with random RHS exchange, with at most } n \text{ membranes, with cooperative rules. To denote the family of such P systems with non-cooperative rules, we replace } \text{coo by } n\text{coo. To denote the family of languages of multisets generated by these P systems, we prepend } Ps \text{ to the notation, and to denote the family of the generated number languages, we prepend } N. \]

\[3.2 \text{ Variant 2: Randomized Pools of RHS} \]

In this variant of P systems, every membrane has some fixed left-hand sides and a pool of available right-hand sides to build rules from. An RHS from the pool can only be used once.

A P system with randomized pools of RHS is a construct
\[ \Pi = (O, T, \mu, w_1, \ldots, w_n, H_1, \ldots, H_n, h_o), \]
where \( H_i \) defines the left- and right-hand sides available in membrane \( i \) and the other components of the tuple are defined as in the classical model (Section 2.5).

For \( 1 \leq i \leq n \), \( H_i = (l_i, r_i) \) is a pair of strings of multisets over \( O \). The string \( r_i \) may contain target indications (i.e., be a string of multisets over \( O \times Tar_i \)). The strings \( l_i \) and \( r_i \) are not necessarily of the same length. The length of the shortest of the two strings \( l_i \) and \( r_i \) is denoted by \( k_i = \min(|l_i|, |r_i|) \).

At the beginning of every computation step in \( \Pi \), for every membrane \( i \), we construct the set of rules it will apply in the following way:

1. non-deterministically choose two (random) permutations
\[ \sigma_l : \mathbb{N}^+_{|l_i|} \to \mathbb{N}^+_{|l_i|}; \quad \sigma_r : \mathbb{N}^+_{|r_i|} \to \mathbb{N}^+_{|r_i|}; \]
2. take the first \( k_i \) elements out of \( \sigma_l(l_i) \) and \( \sigma_r(r_i) \):
\[ l'_i = \text{pref}_{k_i}(\sigma_l(l_i)), \quad r'_i = \text{pref}_{k_i}(\sigma_r(r_i)); \]
3. construct the set of rules $R_i$ to be applied in membrane $i$ by combining the left- and right-hand sides from $l'_i$ and $r'_i$:

$$R_i = \text{set}(l'_i \rightarrow r'_i).$$

In step (3), we combine the strings $l'_i$ and $r'_i$ using the operator $\rightarrow$ defined in Subsection 2.4 and then apply the operator $\text{set}$ to obtain the corresponding set of rules from the string representation.

After having constructed the set $R_i$ for each membrane $i$, $\Pi$ will proceed to applying the obtained rules according to the usual maximally parallel semantics.

When computing the strings $l'_i$ and $r'_i$, we apply two different permutations $\sigma_l$ and $\sigma_r$ to $l_i$ and $r_i$, in order to ensure fairness for the participation of left-hand and right-hand sides when $|l_i| \neq |r_i|$. For example, if we only permuted $r_i$ in the case in which $|l_i| > |r_i|$, the left-hand sides located at positions $k > |r_i|$ in $l_i$ would never be used.

We do not explicitly prohibit repetitions in $l_i$ or in $r_i$, but we avoid repeated rules by constructing $R_i$ using the $\text{set}$ function.

Example 7. Consider the following P system with randomized pools of RHS: $\Pi_3 = (\{a,b\}, \{b\}, [1], a, H, 1)$, with $H = ((a), (aa)(b))$; $(a)$ stands for the multiset containing an instance of $a$, while $(aa)(b)$ is the string denoting the two multisets $(aa)$ and $(b)$. The graphical representation of $\Pi_3$ is given in Figure 3.

![Graphical representation of $\Pi_3$](image)

**Fig. 3.** The P system $\Pi_3$ with randomized pools of RHS generating the number language $\{2^n | n \in \mathbb{N}\}$.

The pair $H = (l,r)$ of strings of multisets is represented by listing the multisets of $l$ and $r$ in two columns and by drawing a vertical line between the two columns.

$\Pi_3$ follows exactly the same pattern as $\Pi_2$ from Example 6: while the identity permutation is applied to $r$, $\Pi_3$ keeps doubling the symbols $a$ in the skin. Once the multisets $(aa)$ and $(b)$ are permuted in $r$, and thus the rule $a \rightarrow b$ is formed, all symbols $a$ are rewritten into symbols $b$ in one step and $\Pi_3$ must halt. Note that randomly taking the right-hand sides from a given pool avoids having the extra dummy rule $c \rightarrow b$ in $\Pi_2$.

We will use the notation

$$OP_n(\text{rhsPools}, \text{coo})$$

to denote the family of P systems with randomized pools of RHS, with at most $n$ membranes, with cooperative rules. To denote the family of such P systems with
non-cooperative rules, we replace coo by ncoo. To denote the family of languages of multisets generated by these P systems, we prepend Ps to the notation, and to denote the family of the generated number languages, we prepend N.

3.3 Variant 3: Individual Randomized RHS

In this variant of P systems, each rule is constructed from a left-hand side and a set of possible right-hand sides.

A P system with individual randomized RHS is a construct

\[ \Pi = (O, T, \mu, w_1, \ldots, w_n, P_1, \ldots P_n, h_o) \]

where \( P_i \) is the set of productions associated with the membrane \( i \) and the other components of the tuple are defined as in the classical model (Section 2.5).

A production is a pair \( u \to R \), where \( u \in O^o \) is the left-hand side and \( R \subseteq O^o \) is a finite set of right-hand sides. The right-hand sides in \( R \) may have target indications, i.e., for a production in membrane \( i \), we may consider \( R \subseteq (O \times Tar_i)^o \). At the beginning of each computation step, for every membrane \( i \), for each production \( u \to R \in R_i \), \( \Pi \) will non-deterministically (randomly) pick a right-hand side \( v \) from \( R \) and will construct the rule \( u \to v \) (this happens once per production). \( \Pi \) will then apply the rules thus constructed according to the maximally parallel semantics.

Example 8. Generating the language of the powers of two is the easiest compared with Variants 1 and 2. Indeed, consider the P system with individual randomized RHS \( \Pi_4 = (\{a, b\}, \{b\}, [1], a, P, 1) \) with only one production: \( P = \{a \to \{aa, b\}\} \). Its graphical representation is given in Figure 4.

![Fig. 4. The P system \( \Pi_4 \) with individual randomized RHS generating the number language \( \{2^n | n \in \mathbb{N}\} \).](image)

\( \Pi_4 \) works exactly like \( \Pi_2 \) and \( \Pi_3 \) from Examples 6 and 7: it doubles the number of symbols \( a \) and halts by rewriting them to \( b \) in the last step.

We will use the notation

\[ OP_n(rndRhs, coo) \]

to denote the family of P systems with individual randomized RHS, with at most \( n \) membranes, with cooperative rules. To denote the family of such P systems with non-cooperative rules, we replace coo by ncoo. To denote the family of languages
of multisets generated by these P systems, we prepend \(Ps\) to the notation, and to denote the family of the generated number languages, we prepend \(N\).

We will sometimes want to set an upper bound \(k\) on the number of right-hand sides per production. To refer to the family of P systems with individual randomized RHS with such an upper bound, we will replace \(\text{randRhs}\) by \(\text{randRhs}^k\) in the notation above.

### 3.4 Halting with Randomized RHS

The conventional (total) halting condition for P systems can be naturally lifted to randomized RHS: a P system \(\Pi\) with randomized RHS (Variant 1, 2, or 3) halts on a configuration \(C\) if, however it permutes rule right-hand sides in Variant 1, or however it builds rules out of the available rule sides in Variants 2 and 3, no rule can be applied in \(C\), in any membrane.

Note that, for Variants 1 and 3, the permutations chosen do not affect the applicability of rules, because applicability only depends on left-hand sides, which are always the same in any membrane. The situation is different for Variant 2, because the number of available left-hand sides in a membrane of \(\Pi\) may be bigger than the number of available right-hand sides. Therefore, if \(\Pi\) is a P system with randomized pools of RHS, the way rule sides are permuted may affect the number of rules applicable in a given configuration. This is why, for \(\Pi\) to halt on \(C\), we require no rule to be applicable for any permutation.

In this paper, we will mainly consider P systems with randomized pools of RHS in which, in every membrane, there are at least as many right-hand sides as there are left-hand sides. To refer to P systems with this restriction, we will use the notation \(\text{rhsPools}'\). In these systems, the problem with the applicability of rules as described above can be avoided.

### 3.5 Equivalence Between Variants 1 and 2

Before discussing the computational power of the P systems with randomized RHS in general, we will briefly point out a strong relationship between P systems with random RHS exchange and P systems with randomized pools of RHS, with the restriction that every membrane contains at least as many right-hand sides as it has left-hand sides, i.e., for P systems with randomized RHS of type \(\text{rhsPools}'\).

**Theorem 1.** For any \(k \in \{\text{coo}, \text{ncoo}\}\), the following holds:

\[
\text{PsOP}_n(\text{rhsExchange}, k) = \text{PsOP}_n(\text{rhsPools}', k).
\]

**Proof.** Any membrane with random RHS exchange trivially can be transformed into a membrane with randomized pools of RHS by listing the left-hand sides of the rules in the pool of LHS and the right-hand sides of the rules in the pool of RHS.
Conversely, consider a membrane $i$ with randomized pools of RHS, with the string $l_i$ of LHS and the string $r_i$ of RHS, $|l_i| \leq |r_i|$. We can transform it into a membrane with random RHS exchange as follows. For every LHS $u$ from $l_i$, pick (and remove) an RHS $v$ from $r_i$, and construct the rule $u \rightarrow v$. According to our supposition, we will exhaust the LHS before (or at the same time as) the RHS. For every RHS $v'$ which is left, we add a new (dummy) symbol $z'$ to the alphabet, and add the rule $z' \rightarrow v'$. Since the symbol $z'$ is new and does not appear in any RHS, it will never be produced and the rule $z' \rightarrow v'$ will essentially serve as a stash for the RHS $v'$.

### 3.6 Flattening

The folklore flattening construction (see [14] for several examples as well as [10] for a general construction) is quite directly applicable to P systems with individual randomized RHS.

**Proposition 1 (flattening).** For any $k \in \{coo, ncoo\}$, the following is true:

$$PsOP_1(rndRhs, k) = PsOP_n(rndRhs, k).$$

**Proof (sketch).** Since in the case of individual randomized RHS, randomization has per rule granularity (whereas in the other two variants randomization occurs at the level of membranes), we can simulate multiple membranes by attaching membrane labels to symbols. For example, a production $ab \rightarrow \{cd, f\}$ in membrane $h$ becomes $a_h b_h \rightarrow \{c_h d_h, f_h\}$, while the send-in production $a \rightarrow \{(b, in_i), (b, in_j)\}$ becomes $a_h \rightarrow \{b_i, b_j\}$.

On the other hand, for Variants 1 and 2 similar results cannot be proved in such a way, a situation which happens very seldom in the area of P systems, especially in the case of variants of the standard model. Yet intuitively, it is easy to understand why this happens, as in both Variants 1 and 2 the right-hand sides in just one membrane can randomly be chosen for any left-hand side, whereas different membranes can separate the possible combinations of left-hand sides and right-hand sides of rules. A formal proof showing that flattening is impossible for the types $rhsExchange$ and $rhsPools'$ will be given in the succeeding section by constructing a suitable example.

### 4 Computational Power of Randomized RHS

In this section, we look into the computational power of the three different versions of P systems with randomized right-hand sides. We first shortly consider the case of cooperative rules and then focus on the case of non-cooperative rules.
4.1 Cooperative Rules

The following result concerning the relationship between P systems with individual randomized RHS and conventional P systems holds for both cooperative and non-cooperative rules:

**Proposition 2.** For any $n \in \mathbb{N}^+$ and $\alpha \in \{\text{ncoo}, \text{coo}\}$, $\text{PsOP}_n(\text{rndRhs}, \alpha) \supseteq \text{PsOP}_n(\alpha)$.

*Proof.* Any conventional P system can be trivially seen as a P system with individual randomized RHS in which every production has exactly one right-hand side. \hfill \Box

Now, the computational completeness of cooperative P systems trivially implies the computational completeness of P systems with individual randomized RHS.

**Corollary 1.** For any $n \in \mathbb{N}^+$, $\text{PsOP}_n(\text{rndRhs, coo}) = \text{PsRE}$.

4.2 Non-cooperative Rules

First we mention an upper bound for the families $\text{PsOP}_n(\rho, \text{ncoo})$, for any variant $\rho \in \{\text{rhsExchange}, \text{rhsPools}’, \text{rndRhs}\}$:

**Proposition 3.** For any $n \in \mathbb{N}^+$ and $\rho \in \{\text{rhsExchange}, \text{rhsPools}’, \text{rndRhs}\}$,

$\text{PsOP}_n(\rho, \text{ncoo}) \subseteq \text{PsET}_0L$.

*Proof.* No matter how the rule sets are constructed in the three different variants, we always get a finite set of different sets of rules—"tables"—corresponding to tables in $\text{ET}_0L$-systems, which can also mimic the contents of different membranes in the usual way by using symbols marked with the corresponding membrane label. \hfill \Box

Next we show one of the central results of this paper: randomized rule right-hand sides allow for generating *non-semilinear languages* already in the non-cooperative case.

**Theorem 2.** The following is true for $\rho \in \{\text{rhsExchange}, \text{rhsPools}’, \text{rndRhs}\}$:

$\{2^m \mid m \in \mathbb{N}\} \in \text{NOP}_n(\rho, \text{ncoo}) \setminus \text{NOP}_n(\text{ncoo})$.

*Proof.* The statement follows (for $n \geq 1$) from the constructions given in Examples 6, 7, and 8 and from the well-known fact that non-cooperative P systems operating under the total halting condition cannot generate non-semilinear number languages (for example, see [14]). \hfill \Box
This result is somewhat surprising at a first glance, but becomes less so when one remarks that the constructions from all three examples only effectively use one rule to do the multiplication, which is non-deterministically changed to a “halting” rule. Since there is only one rule acting at any time, randomized right-hand sides allow for clearly delimiting different derivation phases.

It turns out that this approach of synchronization by randomization can be exploited to generate even more complex non-semilinear languages.

**Theorem 3.** Given a fixed subset of natural factors \( \{f_1, \ldots, f_k\} \subseteq \mathbb{N} \), the following is true for any \( \rho \in \{\text{rhsExchange}, \text{rhsPools}', \text{rndRhs}\} \):

\[
L = \{f_1^{n_1} \cdot \ldots \cdot f_k^{n_k} | n_1, \ldots, n_k \in \mathbb{N}\} \in \text{NOP}_1(\rho, ncoo).
\]

**Proof.** First consider the P system with randomized pools of RHS \( \Pi_5 = (\{a, b\}, \{b\}, [1], a, H, 1) \) with \( H = (l, r), l = (a) \) and \( r = (a^{f_1}) \ldots (a^{f_k}) (b) \). This P system is graphically represented in Figure 5.

![Fig. 5. The P system \( \Pi_5 \) with randomized pools of RHS generating the number language \( \{f_1^{n_1} \cdot \ldots \cdot f_k^{n_k} | n_1, \ldots, n_k \in \mathbb{N}\} \).](image)

Similarly to the P systems from Examples 6, 7, and 8, \( \Pi_5 \) halts by choosing to pick the right-hand side \( b \) and constructing the rule \( a \rightarrow b \). If \( \Pi_5 \) picks a different right-hand side, it will multiply the contents of the skin membrane (membrane 1) by one of the factors \( f_i, 1 \leq i \leq k \). This proves that \( L \in \text{NOP}_1(\text{rhsPools}', ncoo) \), and, according to Theorem 1, \( L \in \text{NOP}_1(\text{rhsExchange}, ncoo) \) as well: take the P system with the rules \( \{a \rightarrow a^{f_1}, z_2 \rightarrow a^{f_2}, \ldots, z_k \rightarrow a^{f_k}, z_{k+1} \rightarrow b\} \) (the rules with \( z_j \) in their left-hand sides are dummy rules).

To show that \( L \in \text{NOP}_1(\text{rndRhs}, ncoo) \), just construct a P system with the only production \( a \rightarrow \{a^{f_1}, \ldots, a^{f_k}, b\} \).

Therefore, randomizing the right-hand sides of rules in non-cooperative P systems allows for generating non-semilinear languages which cannot be generated without randomization. A natural question to ask is whether randomizing the RHS leads to a strict increase in the computational power. The answer is trivially positive for P systems with individual randomized RHS (Variant 3).

**Proposition 4.** For any \( n \in \mathbb{N}^+ \), \( PsOP_n(\text{rndRhs}, ncoo) \supset PsOP_n(ncoo) \).
Proof. The inclusion follows from Proposition 2, as any conventional P system can be trivially seen as a P system with individual randomized RHS in which every production has exactly one right-hand side. Theorem 3 proves the strictness of the inclusion.

On the other hand, the other two variants of randomizing right-hand sides—random RHS exchange (Variant 1) and randomized pools of RHS (Variant 2)—actually prevent one-membrane P systems with non-cooperative rules from generating some semilinear languages, which result also shows that flattening is not possible for these two variants.

In what follows, we will use the expression “only one rule is applied” to refer to the fact that only one given rule \( u \rightarrow v \) is applied in a certain configuration, possibly in multiple copies. Dually, by saying “at least two rules are applied”, we mean that at least two different rules, \( u \rightarrow v \) and \( u' \rightarrow v' \), are applied, possibly in multiple copies each.

**Theorem 4.** For \( \rho \in \{ \text{rhsExchange}, \text{rhsPools}' \} \), the following holds:

\[
L_{ab} = \{a^n \mid n \in \mathbb{N}\} \cup \{b^n \mid n \in \mathbb{N}\} \notin PsOP_1(\rho, n\text{coo}).
\]

Proof. Consider a P system \( \Pi \) with randomized RHS of the variant given by \( \rho \) and with non-cooperative rules. We immediately remark that no left-hand side in \( \Pi \) may be \( a \) or \( b \), because in this case \( \Pi \) will never be able to halt with its only (skin) membrane containing either the multiset \( a^n \) or \( b^n \). Furthermore, any RHS of \( \Pi \) contains combinations of symbols \( a \), \( b \), or LHS symbols. Indeed, if an RHS contained a symbol not belonging to these three classes, instances of this symbol would pollute the halting configuration. Finally, \( \Pi \) contains no RHS \( v \) such that \( a \in v \) and \( b \in v \). If \( \Pi \) did contain such an RHS, then any computation could be hijacked to produce a mixture of symbols \( a \) and \( b \).

With these remarks in mind, the statement of the theorem follows from the contradicting Lemmas 1 and 2, which are shown immediately after this proof. □

**Lemma 1.** Take a \( \Pi \in OP_1(\rho, n\text{coo}), \rho \in \{ \text{rhsExchange}, \text{rhsPools}' \} \), such that it generates the number language \( Ps(\Pi) = L_{ab} \). Then it must have a computation in which more than one rule is applied (two different left-hand sides are employed) in at least one step.

Proof. Suppose that \( \Pi \) applies exactly one rule in every step of every computation. We make the following two remarks:

1. Since the words in \( L_{ab} \) are of unbounded length, \( \Pi \) must have an LHS \( t \) and an RHS \( v \) such that \( t \in v \), otherwise all computations of \( \Pi \) would have one step and would only produce words of bounded length.
2. Every such RHS \( v \) must contain at most one kind of LHS, i.e., if \( t_1 \) and \( t_2 \) are two LHS of \( \Pi \) then \( t_1 \in v \) and \( t_2 \in v \) implies \( t_1 = t_2 \). If this were not the case, after using \( v \), \( \Pi \) would have to apply two different rules (assuming that \( \Pi \) has at least as many RHS as LHS).
According to these observations, as well as to those from the proof of Theorem 4, any RHS $v$ of $\Pi$ is of the form $v = \alpha \beta$, where $\alpha \in \{a^k, b^k \mid k \in \mathbb{N}\}$, $\beta \in \{t^k \mid k \in \mathbb{N}\}$, and $t$ is an LHS of $\Pi$. Note that both $\alpha$ and $\beta$ may be empty.

According to observation (1), $\Pi$ must have at least an RHS for which $\beta \neq \lambda$ and there exists such an RHS which must be applied an unbounded number of times.

In what follows, we will separately treat the cases in which $\Pi$ contains or does not contain mixed RHS, i.e., RHS for which both $\alpha \neq \lambda$ and $\beta \neq \lambda$.

**No mixed RHS:**

Suppose that any RHS of $\Pi$ which contains a left-hand side is of the form $t^k$. Then, according to our previous observations on the possible forms of the RHS of $\Pi$, all RHS containing $a$ are of the form $a^i$ and all RHS containing $b$ are of the form $b^j$. According to the remarks from the proof of Theorem 4, $a$ and $b$ must not be LHS of $\Pi$. Therefore, in any computation of $\Pi$, all of $a$’s and $b$’s are produced in the last step. But then, the number of terminal symbols $\Pi$ produces in a computation can be calculated as a product of the sizes of the RHS of the rules it has applied, which implies that there exists such a $p \in \mathbb{N}$ such that $a^p \notin Ps(\Pi)$ and therefore $Ps(\Pi) \neq L_{ab}$. ($p$ may be picked to be the smallest prime number greater than the length of the longest RHS of $\Pi$.)

**Mixed RHS:**

It follows from the previous paragraph that, in order to generate the number language $L_{ab}$, $\Pi$ should contain and apply at least one RHS of the form $a^i t^k_1$ and at least one RHS of the form $b^j t^k_2$. Take a computation $C$ of $\Pi$ producing $a$ and applying the rule $t \rightarrow a^i t^k_1$ at a certain step. Instead of this rule, apply $t \rightarrow b^j t^k_2$, and, in the following step, the rule $t_2 \rightarrow a^i t^k_1$. (We can do so because $\Pi$ is allowed to pick any permutation of RHS.) Now, $\Pi$ may continue applying the same rules as in $C$ and eventually halt with a configuration containing both $a$ and $b$. This implies that $Ps(\Pi) \neq L_{ab}$.

It follows from our reasoning that, if $\Pi$ applies exactly one rule in any step of any computation, it cannot produce $L_{ab}$, which proves the lemma.

**Lemma 2.** Take a $\Pi \in OP_1(\rho, ncoo)$, $\rho \in \{\text{rhsExchange, rhsPools}\}$, such that it generates the number language $Ps(\Pi) = L_{ab}$. Then, in every computation of $\Pi$, exactly one rule is applied (one left-hand side is employed) in every step.

**Proof.** Suppose that, in every computation of $\Pi$, there exists a step at which at least two different rules are applied. This immediately implies that $\Pi$ has no RHS of the form $a^i$ or $b^j$, for $i, j \geq 0$. Indeed, consider a computation producing the multiset $a^n$ and a step in it at which more than one rule is applied. Then $\Pi$ can replace one of the RHS introduced into the system at this step by $b^j$ and thus end up with a mix of $a$’s and $b$’s in the halting configuration. Therefore, all RHS of $\Pi$ containing $a$ have the form $a^i v_a$ and all RHS containing $b$ have the form $b^j v_b$,
where \(v_a\) and \(v_b\) are non-empty multisets which only contain LHS symbols (which are neither \(a\) nor \(b\)).

Now, consider a computation \(C_a\) of \(\Pi\) halting on the multiset \(a^n\), and take the last step \(s_a\) at which at least two different rules are applied. We will consider three different cases, based on whether \(a\) and an LHS \(t\) appear in the configurations of \(C_a\) after step \(s_a\).

**Both \(a\) and \(t\) are present:**

Suppose both \(a\) and an LHS \(t\) are present at step \(s_a + 1\) in computation \(C_a\). Then \(t\) is the only LHS present, because, by our hypothesis, only one rule is applied (maybe in multiple instances) at step \(s_a + 1\). In this case, replace the rule applied at step \(s_a + 1\) in \(C_a\) by \(t \rightarrow b^j v_b\), where \(b^j v_b\) is a right-hand side of \(\Pi\) used in a computation \(C_b\) producing \(b\)'s. From step \(s_a + 2\) on in the modified computation, just apply the same rules as applied to the symbols of \(v_b\) (and to those derived from \(v_b\)) in \(C_b\). The modified computation will reach a halting configuration containing a mix of \(a\)'s and \(b\)'s.

**Only \(a\) is present:**

Suppose only \(a\) is present at step \(s_a + 1\) in computation \(C_a\). Then all of the RHS used at step \(s_a\) are \(\lambda\), because \(\Pi\) has no RHS of the form \(a^i\). Then, replace one of these empty RHS by \(b^j v_b\), where \(b^j v_b\) is a right-hand side of \(\Pi\) used in a computation \(C_b\) producing \(b\)'s. As before, just apply the same rules as in \(C_b\) in the modified computation to get a mix of \(a\)'s and \(b\)'s in the halting configuration.

**No symbols \(a\) are present:**

Suppose now that there are no instances of \(a\) present at step \(s_a + 1\) in computation \(C_a\). Recall that \(\Pi\) has no RHS of the form \(a^i\). Since we suppose that \(s_a\) is the last step at which at least two different rules are applied, this means that, in order to produce any \(a\)'s in \(C_a\), \(\Pi\) must have and use an RHS of the form \(a^i t^k\). This RHS contains (multiple copies of) exactly one kind of LHS symbol: \(t\).

Consider a computation \(C_b\) halting on the multiset \(b^n\). We pick \(n\) sufficiently big to ensure that \(C_b\) uses at least two RHS containing \(b^j v_b\) and \(b^j' v_b'\) (possibly the same). Without losing generality, we may suppose that these two RHS are either used at the same step in \(C_b\) or that \(b^j v_b'\) is used at a later step than \(b^j' v_b\). Then, replace \(b^j' v_b'\) by \(a^i t^k\), pick one of the LHS symbols \(t' \in v_b'\) and apply the same rules to \(t\) (and to the symbols derived from \(t\)) in the modified derivation as were applied to \(t'\) (and to the symbols derived from \(t'\)) in \(C_b\). The modified derivation will therefore contain a mix of \(a\)'s and \(b\)'s in the halting configuration.

It follows from our reasoning that, if in any derivation of \(\Pi\) there is a step at which at least two different rules are applied, then \(P_s(\Pi) \neq L_{ab}\), which proves the lemma.

\[\square\]
The previous two lemmas are contradicting each other, which means that there exist no one-membrane P systems with random RHS exchange or with random pools of RHS which generate the union language $L_{ab} = \{a^n \mid n \in \mathbb{N}\} \cup \{b^n \mid n \in \mathbb{N}\}$ (this is the statement of Theorem 4). Together with Theorem 3, this leads us to the curious conclusion that one-membrane non-cooperative P systems with random RHS exchange or with randomized pools of RHS are incomparable in power to the conventional P systems.

**Corollary 2.** For $\rho \in \{\text{rhsExchange}, \text{rhsPools}\}$, the following two statements are true:

\[
\text{PsOP}_1(\rho, n\text{coo}) \setminus \text{PsOP}_1(\text{ncoo}) \neq \emptyset, \quad (1)
\]
\[
\text{PsOP}_1(\text{ncoo}) \setminus \text{PsOP}_1(\rho, n\text{coo}) \neq \emptyset. \quad (2)
\]

**Proof.** Statement (1) follows from Theorem 3. Statement (2) follows from Theorem 4. \qed

Theorem 4 also allows us to draw a negative conclusion as to the computational completeness of one-membrane non-cooperative P systems with random RHS exchange (Variant 1) and non-cooperative P systems with randomized pools of RHS (Variant 2).

**Corollary 3.** For $\rho \in \{\text{rhsExchange}, \text{rhsPools}\}$, the following is true:

\[
\text{PsOP}_1(\rho, n\text{coo}) \subset \text{PsRE}.
\]

It turns out that allowing multiple membranes strictly increases the expressive power of Variants 1 and 2 and allows for easily generating all semilinear languages, as shown by the following theorem.

**Theorem 5.** For $\rho \in \{\text{rhsExchange}, \text{rhsPools}\}$, the following holds:

\[
\mathbb{N}^*\text{SLIN}_\mathbb{N} \in \text{PsOP}_* (\rho, n\text{coo}).
\]

**Proof.** Consider the following semilinear language of $d$-dimensional vectors $L = \bigcup_{1 \leq i \leq n} \langle A_i, b_i \rangle_{\mathbb{N}}$, where $A_i \subset \mathbb{N}^d$ and $b_i \in \mathbb{N}^d$. We construct the corresponding P system with randomised pools of RHS:

\[
\Pi_6 = \left( O, T, [\ ]_2 \cdots [\ ]_{n+1}, 1, w_0, \lambda, \ldots, \lambda, H_1, \ldots, H_{n+1}, 1 \right),
\]

with the alphabet and the initial contents of the skin defined as follows:

- $O = \{a_1, \ldots, a_d, t\}$ contains a symbol per each dimension of the vectors, plus the special symbol $t$,
- $T = \{a_1, \ldots, a_d\}$ contains exactly one symbol per dimension of vectors,
- $w_0 = t$. 

The pools of LHS and RHS $H_1 = (l_1, r_1)$ associated with the skin membrane 1 of $\Pi_6$ are:

$$l_1 = (t), \quad r_1 = (u_1 (t, in_2)) \ldots (u_n (t, in_{n+1})), $$

where the multiset $u_i$ corresponds to the offset $b_i$: $Ps(u_i) = b_i$, $1 \leq i \leq n$. Finally, the pools of rule sides $H_{i+1} = (l_{i+1}, r_{i+1})$ associated with inner membrane $i + 1$ are defined as follows:

$$l_{i+1} = (t), \quad r_{i+1} = (t (v_{i1}, out)) \ldots (t (v_{ik_i}, out)) \lambda,$$

where the multisets $v_{ij}$, $1 \leq j \leq k_i$, correspond to the vectors of the set $A_i = \{a_{i1}, \ldots, a_{ik_i}\}$: $Ps(v_{ij}) = a_{ij}$, $1 \leq j \leq k_i$. By abuse of notation, we write $(w, out)$ to mean that every symbol instance in $w$ gets the target indication $out$. $\Pi_6$ is graphically represented in Figure 6.

**Fig. 6.** The P system $\Pi_6$ with randomized pools of RHS generating the semilinear language $L = \bigcup_{1 \leq i \leq n} (A_i, b_i)_N$.

$\Pi_6$ starts by non-deterministically building one of the rules $t \rightarrow u_i (t, in_{i+1})$ in the skin membrane. An application of this rule adds the multiset corresponding to the offset $b_i$ to the skin membrane and puts $t$ into inner membrane $i + 1$. In the following steps only rules in membrane $i + 1$ may become applicable. In this membrane, $\Pi_6$ may build rules of the form $t \rightarrow t (v_{ij}, out)$, $1 \leq j \leq k_i$, which will sustain $t$ while also sending the multiset $v_{ij}$ corresponding to the vector $a_{ij} \in A_i$ out into the skin. Alternatively, $\Pi_6$ may choose to build the rule $t \rightarrow \lambda$, an application of which will erase $t$ and halt the system. In such a computation, $\Pi_6$ generates the multiset language corresponding to $(A_i, b_i)_N$. Since $\Pi_6$ can choose to send $t$ into any one of its inner membranes in the first step and since the computations of said membranes cannot interfere, we conclude that $Ps(\Pi_6) = L$.

To complete the proof, we evoke Theorem 1 to show that there exists a P system with random RHS exchange (Variant 1) generating the same language $L$. This theorem allows us to draw a definitive conclusion about the impossibility of flattening for non-cooperative Variants 1 and 2, in contrast to Proposition 1 showing the opposite result for Variant 3.

**Corollary 4.** For $\rho \in \{rhsExchange, rhsPools\}$ and any $k \geq 2$, the following holds:

$$PsOP_1(\rho, ncoo) \subset PsOP_k(\rho, ncoo).$$
We conclude this section with two more observations regarding the computational power of the Variants 1 and 2. We have seen that, with a single membrane and without cooperation, such P systems cannot generate all semilinear languages; yet it turns out they can generate all uniform semilinear languages.

**Theorem 6.** For $\rho \in \{\text{rhsExchange, rhsPools}'\}$, the following is true:

$$N^*SLIN^U_N \subseteq PsOP_1(\rho, n_{\text{coo}}).$$

**Proof.** Consider two finite sets of $d$-dimensional vectors $A, B \subseteq \text{fin} \ N^d$, $A = \{x_1, \ldots, x_n\}$, $B = \{y_1, \ldots, y_m\}$, and the uniform semilinear set $(A, B)_N$. We will now construct the P system $\Pi = (O, T, [\ ], w_0, H, 1)$ with pools of randomized RHS in the following way:

- $O = \{a_1, \ldots, a_d, t\}$ contains a symbol per each dimension of the vectors, plus the special symbol $t$,
- $T = \{a_1, \ldots, a_d\}$ contains exactly one symbol per dimension of vectors,
- $w_0 = t$,
- $H = (l, r)$, with $l = (t)$ and $r = (w'_1 t) \cdots (w'_n t) (v'_1) \cdots (v'_m)$, such that $Ps(w'_i) = x_i$, $1 \leq i \leq n$, and $Ps(v'_j) = y_j$, $1 \leq j \leq m$.

In every step, $\Pi$ either chooses one of the RHS $(w'_i t)$ which will enable it to reuse the left-hand side symbol $t$ in the following step, or it constructs a rule of the form $t \rightarrow v'_j$, which erases the only instance of $t$ and halts the system. Thus, $\Pi$ performs arbitrary additions of vectors $x_i \in A$ and then, in the last step of the computation, introduces one of the initial offsets $y_j \in B$. Therefore, $Ps(\Pi) = (A, B)_N$. The fact that we can construct such a P system $\Pi$ for any uniform semilinear set proves the statement of the theorem. \(\square\)

Even though one-membrane non-cooperative P systems with random RHS exchange and with randomized pools of RHS cannot generate all unions of linear languages (Theorem 4), they can still generate some limited unions of exponential languages.

**Theorem 7.** For $\rho \in \{\text{rhsExchange, rhsPools}'\}$, the following is true:

$$L'_{ab} = \left\{ a^{2^n} \mid n \in \mathbb{N} \right\} \cup \left\{ b^{2^n} \mid n \in \mathbb{N} \right\} \in PsOP_1(\rho, n_{\text{coo}}).$$

**Proof.** A P system $\Pi_7$ generating the language $L'_{ab}$ can be constructed as follows: $\Pi_7 = ((a, b), \{a, b\}, [\ ], t, H, 1)$, where $H = (l, r)$, $l = (t)$ and $r = (tt)(a)(b)$. A graphical representation of $\Pi_7$ is given in Figure 7.

$\Pi_7$ works by sequentially multiplying the number of symbols $t$ by 2, until it decides to rewrite every instance of $t$ to $a$ or every instance of $t$ to $b$. Therefore, $Ps(\Pi_7) = L'_{ab}$. According to Proposition 1, there also exists a P system with random RHS exchange generating $L'_{ab}$, which completes the proof. \(\square\)
The construction from the previous proof can be clearly extended to any number of distinct terminal symbols and to any function of the number of steps \( f(n) \) given by a product of exponentials (like in Theorem 3). That is, one can construct a P systems with random RHS exchange or with randomized pools of RHS generating the union language \( \left\{ a^{f_i(n)} \mid n \in \mathbb{N}, 1 \leq i \leq m \right\} \), for some fixed number \( m \). Note, however, that we cannot use the same approach to generate unions of two different exponential functions. We conjecture that generating such unions is entirely impossible with Variants 1 and 2 of randomized RHS.

5 Variant 3: A Binary Normal Form

In this section we present a binary normal form for P systems with individual randomized RHS: we prove that, for any such P system, there exists an equivalent one in which every production has at most two right-hand sides.

We now introduce a (rather common) construction: symbols with finite timers attached to them. Given an alphabet \( O \), we define the following two functions:

\[
\text{timers}_o(t, O) = \bigcup_{i=1}^{t} \{ \langle a, i \rangle \mid a \in O \},
\]

\[
\text{timers}_r(t) = \{ \langle a, i \rangle \rightarrow \langle a, i - 1 \rangle \mid 2 \leq i \leq t \}
\]

\[
\cup \{ \langle a, 1 \rangle \rightarrow a \mid a \in O \}.
\]

Informally, \( \text{timers}_o(t, O) \) attaches a \( t \)-valued timer to every symbol in \( O \), while \( \text{timers}_r(t) \) contains the rules making this timer work.

We also define the following function setting a timer to the value \( t > 0 \) for each symbol in a given string \( a_1 \ldots a_n \):

\[
\text{wait}(t, a_1 \ldots a_n) = \langle a_1, t \rangle \ldots \langle a_n, t \rangle.
\]

For \( t = 0 \), \( \text{wait} \) is defined to be the identity function: \( \text{wait}(0, a_1 \ldots a_n) = a_1 \ldots a_n \).

We can now show that, for any P system with individual randomized RHS there exists an equivalent one having at most two RHS per production.

**Theorem 8 (normal form).** For any \( \Pi \in OP_n(\text{rndRhs}, k) \), \( k \in \{\text{coo, ncoo}\} \), there exists a \( \Pi' \in OP_n(\text{rndRhs}^2, k) \) such that \( Ps(\Pi') = Ps(\Pi) \).
Proof. Consider the following P system with individual randomized RHS $\Pi = (O, T, \mu, w_1, \ldots, w_n, P_1, \ldots, P_n, h_o)$ that has at least one production with more than two RHS. We will construct another P system with individual randomized RHS $\Pi' = (O', T, \mu, w_1, \ldots, w_n, P'_1, \ldots, P'_n, h_o)$ such that $Ps(\Pi') = Ps(\Pi)$. The new alphabet will be defined as

$$O' = O \cup \text{timers}_o(t, O) \cup \{p_1, \ldots, p_t \mid p \in V_p\},$$

where $t + 2$ is the number of right-hand sides in the productions of $\Pi$ having the most of them, and $V_p$ is an alphabet containing a symbol for each of the individual productions of $\Pi$. (If there are two identical productions in $\Pi$ which belong to two different membranes, $V_p$ will contain one different symbol for each of these two productions.)

For every membrane $1 \leq i \leq n$, the new set of productions $P'_i$ is constructed by applying the following procedure to every production $p \in P_i$:

- If $p$ has the form $u \rightarrow \{v\}$, we add the production $u \rightarrow \{\text{wait}(t, v)\}$ to $P'_i$.
- If $p$ has the form $u \rightarrow \{v_1, v_2\}$, we add $u \rightarrow \{\text{wait}(t, v_1), \text{wait}(t, v_2)\}$ to $P'_i$.
- If $p$ has the form $u \rightarrow \{v_1, \ldots, v_k\}$, with $k \geq 3$, we add the following productions to $P'_i$:
  $$\{u \rightarrow \{\text{wait}(t, v_1), p_1\}\}$$
  $$\cup \{p_j \rightarrow \{\text{wait}(t - j, v_{j+1}), p_{j+1}\} \mid 1 \leq j < k - 2\}$$
  $$\cup \{p_{k-2} \rightarrow \{\text{wait}(t - k + 2, v_{k-1}), \text{wait}(t - k + 2, v_k)\}\}.$$  

These productions are graphically represented in Figure 8, in which arrows go from LHS to the associated RHS.

![Fig. 8. Timers allow sequential choice between any number of right-hand sides.](image)

Finally we add the rules from $\text{timers}_o(t, O)$, treated as one-RHS production, to every $P'_i$.

Instead of directly choosing between the right hand-sides of a production $p : u \rightarrow \{v_1, \ldots, v_k\}$ in one step, $\Pi'$ chooses between $v_1$ and delaying the choice to the next step, by producing $p_1$. This choice between settling on an RHS or continuing the enumeration in the next step may be kept on until $k - 2$ RHS have been discarded. If $p_{k-2}$ is reached, $\Pi'$ must choose one of the two remaining RHS.

Thus, $\Pi'$ evolves in “macro-steps”, each consisting of exactly $t$ steps. In the first step of a “macro-step”, $\Pi'$ acts on the symbols from $O$, producing some symbols with timers and delaying some of the choices by producing symbols $p_j$. All symbols with timers wait exactly until the $t$-th step of the “macro-step” to
turn into the corresponding clean versions from $O$. Since $t + 2$ is the number of RHS in the biggest production of $\Pi$, $\Pi'$ has the time to enumerate all of the RHS of this production.

Since every delayed choice of $\Pi'$ is uniquely identified by a production-specific symbol $p_j$, and since only the productions from timers, $t$ can act upon the symbols with timers in $\Pi'$, the simulations of two different productions of $\Pi$ cannot interfere. This concludes the proof of the normal form. □

6 Tissue P Systems with Randomized Right-hand Sides of Rules

We now extend the idea of randomized right-hand sides of rules to tissue P systems, where the underlying graph structure is an arbitrary graph structure and not a rooted tree as in the case of hierarchical P systems. Moreover, we also might allow every cell to interact with the environment in case the underlying variant of tissue P system allows/requires that, yet in the following we will assume one of the $n$ cells to figure as the environment, thus being the only cell in which some elementary objects may appear infinitely often.

Following the general notation as described for networks of cells in [11], we define a tissue P system as follows:

A tissue P system is a construct

$$\Pi = (n, O, T, w_1, \ldots, w_n, R, h_i, h_o),$$

where $n$ is the number of cell, labeled by 1 to $n$, $O$ is the alphabet of objects, $T \subseteq O$ is the alphabet of terminal objects, $w_i$ are the multisets giving the initial contents of each cell $i$ $(1 \leq i \leq n)$, $R$ is the finite set of rules, and $h_i$ and $h_o$ are the labels of the input and the output cells, respectively $(1 \leq h_i \leq n, 1 \leq h_o \leq n)$. If $e$ is the label of the environment, then $w_e$ may contain an infinite part. The rules in $R$ are of the form

$$(u_1, \ldots, u_n) \rightarrow (v_1, \ldots, v_n)$$

interpreted as follows: the multisets $u_i$ are replaced by the multisets $v_i$, $1 \leq i \leq n$. Such a rule can also be written as follows:

$$\prod_{i=1}^{n}(i, u_i) \rightarrow \prod_{i=1}^{n}(i, v_i)$$

Special ingredients can be added to the rules, for example promoters $P_i$ (which have to be present in cell $i$) and/or inhibitors $Q_i$ (which must not be present in cell $i$), with $P_i$ and $Q_i$ being finite sets of multisets from $O$; then a rule

$$((u_1, \ldots, u_n) \rightarrow (v_1, \ldots, v_n); (P_1, \ldots, P_n), (Q_1, \ldots, Q_n))$$

is applicable to a configuration if and only if cell $i$ contains all elements of $P_i$ and no element from $Q_i$, $1 \leq i \leq n$. 
Now let $m$ rules be given as

$$\prod_{i=1}^{n}(i, u_i^{(k)}) \rightarrow \prod_{i=1}^{n}(i, v_i^{(k)}), \quad 1 \leq k \leq m.$$ 

According to the general definition of tissue P systems as given above, the rules are not assigned to specific cells but to the whole tissue P system (although assigning rules to cells is another interesting variant to be investigated in the future). For the rules we now have several possibilities to interpret the randomization of the right-hand sides of rules:

**Variant A** This variant in the strictest way resembles the way randomization was defined for hierarchical P systems: For a rule $\prod_{i=1}^{n}(i, u_i^{(k)}) \rightarrow \prod_{i=1}^{n}(i, v_i^{(k)})$, we simply take $\prod_{i=1}^{n}(i, v_i^{(k)})$ as the right-hand side of the rule and then define Variants 1, 2, and 3 as for hierarchical P systems.

**Variant B** For the Variants 1 and 2, the right-hand sides $\prod_{i=1}^{n}(i, v_i^{(k)})$ of the $m$ rules are separated into the elements $v_1^{(k)}$ to $v_n^{(k)}$ and the elements $v_i^{(k)}$ for each cell $i$, $1 \leq i \leq n$, are randomized independently, i.e., we take the multisets 

$$M_i = \langle v_i^{(k)} | 1 \leq k \leq m \rangle$$

as starting points for randomization and for constructing the rules by taking out one element from $M_i$ for each $i$, $1 \leq i \leq n$, to construct the right-hand side of a rule.

**Variant C** As a special variant of Variant B, for randomization in Variants 1 and 2 we only take those $v_i^{(k)}$ for which $v_i^{(k)} \neq \lambda$, i.e., we now instead take the multisets

$$M'_i = \langle v_i^{(k)} | v_i^{(k)} \neq \lambda, 1 \leq k \leq m \rangle = \langle x \in M_i | x \neq \lambda \rangle.$$

Moreover, we may consider two subvariants how to construct the new right-hand sides of rules:

**Variant C.1** If $M'_i$ is empty, then we cannot construct any randomized rule.

**Variant C.2** If $M'_i$ is empty, then we take $(i, \lambda)$ for every constructed randomized rule.

We observe that for Variant 3, i.e., for individual randomized RHS, we only consider Variant A. Therefore, for all three Variants 1 to 3 we will use the notation 

$$OtP_n(\alpha, X)$$

to denote the family of tissue P systems with at most $n$ cells using rules of type $X$ with $\alpha$ denoting the type of randomization according to Variants 1 to 3. To denote the family of languages of multisets generated by these P systems, we prepend $Ps$ to the notation, and to denote the family of the generated number languages, we prepend $N$. For the Variants 1 and 2, we may also add an additional parameter $\beta \in \{B, C.1, C.2\}$ (to indicate how to deal with empty $v_i^{(k)}$) thus obtaining the notations $OtP_n(\alpha, \beta, X)$ etc.
6.1 Equivalence Between Variants 1 and 2 for Variant A

For randomized pools of RHS, again we consider the restriction that there are at least as many right-hand sides as it has left-hand sides for the rules to be constructed, i.e., the type $rhsPools'$. Then again we obtain the equivalence between tissue P systems with random RHS exchange and tissue P systems with randomized pools of RHS of type $rhsPools'$. The proof follows the same lines as the proof of Theorem 1, now taking into account that we only have to consider the whole system (or, if rules are assigned to cells, we simply replace $membrane$ by $cell$).

**Proposition 5.** For any $n \in \mathbb{N}^+$ and $X \in \{coo, ncoo\}$, the following holds:

$$PsOtP_n(rhsExchange, X) = PsOtP_n(rhsPools', X).$$

7 Conclusions and Open Problems

In this article, we introduced and partially studied P systems with randomized rule right-hand sides. This is a model of P systems with dynamic rules, in which the matching between left-hand and right-hand sides is non-deterministically changed during the evolution. In each step, such P systems first construct the rules from the available rule sides and then apply them, in a maximally parallel way.

We defined three different randomization semantics: random RHS exchange (Variant 1), randomized pools of RHS (Variant 2), and individual randomized RHS (Variant 3). We studied the computational power of the three variants and showed that Variant 3 is quite different in power from Variants 1 and 2. Indeed, P systems with individual randomized RHS (Variant 3) appear as a strict extension of conventional P systems, while random RHS exchange (Variant 1) and randomized pools of RHS (Variant 2) seem to increase the power when only one LHS is used, but to decrease the power when more LHS are present. Finally, we gave a binary normal form for P systems with individual randomized RHS (Variant 3).

7.1 Open Questions

The present work leaves open quite a number of open questions. We list the ones appearing important to us, in no particular order.

**Full power of Variants 1 and 2:**

Are cooperative, multi-membrane P systems with random RHS exchange (Variant 1) or with randomized pools of RHS (Variant 2) computationally complete? If not, what would be the upper bound on their power? In this article, we showed that applying these two randomization semantics to the non-cooperative, one-membrane case, yields a family of multiset languages incomparable with the family of semi-linear vector sets. How much more can be achieved with cooperativity?
We conjecture that, even with LHS containing more than one symbol, Variants 1 and 2 will *not* be computationally complete. However, we expect that considering systems with multiple membranes may actually bring a substantial boost in computational power, because, in both Variants 1 and 2, randomization happens over each single membrane, meaning that one might use a rich membrane structure to finely control its effects.

*Compare the variants:*

How do the three variants of RHS randomization compare among one another when applied to non-cooperative rules? We saw that, in all three cases, exponential number languages can be generated. We also saw that individual randomized RHS (Variant 3) produce a strict superset of the semi-linear languages (Proposition 4). Does it imply that Variant 3 is strictly more powerful than Variants 1 and 2? We conjecture a positive answer to this question.

*Excess of LHS:*

In the case of P systems with randomized pools of RHS (Variant 2), what is the consequence of having *more LHS* available in a membrane than there are RHS? The results in this paper concern a “restricted” version of Variant 2, in which we require that LHS are never in excess. How strong is this restriction? Our conjecture is that allowing an excess of LHS does not increase the computational power.

*Applications to vulnerable systems:*

As noted in the introduction to the present work, randomized RHS can be seen as a representation of systems mutating in a toxic environment. However, we did not give any concrete examples. It would be interesting to look up any such concrete cases and to evaluate the relevance of this unconventional modeling approach.

### 7.2 Further Variants

*Forbidding identical rules:*

In any of the three variants, it may happen that identical rules are constructed, in any membrane. In the previous chapters, in this case this rule was simply taken into the set of rules. Yet we could also forbid such a situation to happen and in such a case completely abandon the whole rule set. Another solution can be to take out all rules having been constructed more than once from the constructed rule set.

The situation of getting identical rules can easily be avoided by avoiding identical RHS: the right-hand sides of rules can be made different by adding suitable powers of a dummy symbol $d$, which does not count for the final result (i.e., $d$ is no terminal symbol). As $d$ also does not appear on the left-hand side of a rule, the computational power of any of the P systems variant considered in this paper will not be changed by this changing of the set of RHS available for constructing the set of rules.
Identical RHS in Variant 3:

In P systems with individual randomized RHS the computational power mainly arises from the possibility to specify different sets of RHS for the left-hand sides of rules. What happens if the set $R$ of RHS must be the same for all left-hand sides?
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thus, different applications of the same rule may last for a different amount of time. In this paper, we formalise timed, time-free, and clock-free P systems within a framework for generalised parallel rewriting. We then explore the relationship between these variants of semantics. We show that clock-free P systems cannot efficiently solve intractable problems. Moreover, we consider un-timed systems where we collect the results using arbitrary timing functions as well as un-clocked P systems where we take the union over all possible per-instance rule durations. Finally, we also introduce and study mode-free P systems, whose results do not depend on the choice of a mode within a fixed family of modes, and compare mode-freeness with clock-freeness.

1 Introduction

Membrane systems with symbol-objects are formal computational models of distributed multiset rewriting. While standard models often assume maximal parallelism and a global-clock synchronization of rules (overview in [12]), there have been a number of attempts in the literature to relax this condition. The extreme variant are so-called asynchronous systems, where the parallelism is arbitrary instead of maximal [1, 7]. Not surprisingly, in many cases such systems are much weaker (e.g., defining $P_{SMAT}$ instead of $P_{RE}$) or need much stronger ingredients to be able to perform the same goal.

A different way to relax the global synchronisation condition is lifting the assumption that all rule executions take one step. For example, in timed P systems [5], a numerical function is defined, associating to each rule the positive integer number of steps its application takes. In this context, time-freeness is an (undecidable) property that the result of all computations of a P system does not depend on the timing function.

The motivation for studying time-freeness is investigating the power and the efficiency of P systems that are robust with respect to rule execution times. Yet, the definition of the time-freeness property is not restrictive enough for some goals—the time a rule application lasts cannot be different in different situations. Indeed, since the timing function is defined on the set of rules, the following facts are immediate:

1. If a rule is simultaneously applied multiple times, then all instances finish simultaneously.
2. If a rule is simultaneously applied in different membranes with the same label, then all rules finish simultaneously.
3. If a rule is applied at different steps of a computation, then all instances last for the same amount of time.
4. If a rule is applied in different non-deterministic branches of a computation, then all instances last for the same amount of time.

A number of publications investigate the efficiency of time-free P systems in solving intractable problems, e.g. [15, 16, 17, 18]. We believe that the constructions in these publications rely on the residual synchronisation facts listed above.
In this paper we focus on a variant of timing which allows individual rule executions to last differently. This variant was introduced under the name “clock-freeness” in [14]. In clock-free P systems, rule applications may last for “arbitrary” real periods and even applications of the same rule may have different durations. We prove that clock-freeness deprives any variant of P systems operating under this semantics of the capability of solving intractable (NP-complete) problems in polynomial time.

Clock-freeness changes the way in which a P system operates quite a bit. Indeed, since durations of rule applications are real numbers, such a P system does not follow the ticks of a global clock any more, but instead “listens” to events—situations in which rule applications finish and release new potential reactants (compare this to the preliminary observations in [11]). Such a P system therefore becomes event-driven and operates in continuous time, similarly to the Gillespie algorithm [10] or to data stream-driven reactive programs, e.g. [6]. In the present work, we formally define event-driven P systems and show their relationship to clock-free and time-free P systems. Moreover, we also introduce un-timed and un-clocked P systems, where as a result we take the union of all results obtained by any timing and per-instance timing function, respectively.

We also consider yet another freeness property: mode-freeness. A P system which is mode-free with respect to a family of modes has the same behaviour under all modes from this family. We show a large family of modes under which generating P systems yield trivial languages, but accepting P systems are computationally complete. Finally, we explore the form of some clock-free and mode-free P systems and show some relatively strong connections between the two freeness properties.

This article is organised as follows. Section 2 recalls some basic notions of formal language theory and then introduces a general definition of P systems rewriting objects from a computable set \( O \). Section 3 recalls and formally defines timing functions, time- and clock-free P systems, as well as introduces event-driven P systems. Subsection 3.4 investigates the connections between these objects. Section 4 shows one of the main results of this paper: clock-free P systems cannot solve intractable problems in polynomial time. Section 5 introduces un-timed and un-clocked P systems. Section 6 recalls the notion of an evolution mode, introduces mode-freeness with respect to a family of modes, and then shows some properties of mode-free P systems. Section 7 compares clock-freeness with mode-freeness and points out some connections between these two properties. Section 8 discusses further possibilities for defining per-instance timing and clock-freeness. Section 9 concludes the paper and also lists several open problems.

2 Preliminaries

We assume the reader to be familiar with the basics of formal language theory and P systems, but we recall some of the notions for convenience. For further
introduction to the theory of formal languages and P systems, we refer the reader to [12, 13].

After recalling these basic notions, we will give a formal explanation of general rewriting in order to be able to introduce a general definition of P systems as hierarchical rewriting systems, somewhat in the spirit of [2] and [8].

2.1 Multisets

A multiset over $V$ is any function $w : V \to \mathbb{N}$; $w(a)$ is the multiplicity of $a$ in $w$. A multiset $w$ is often represented by one of the strings containing exactly $w(a)$ copies of each symbol $a \in V$. The set of all multisets over the alphabet $V$ is denoted by $V^\circ$. By abusing string notation, the empty multiset is denoted by $\lambda$. We will also (ab)use the symbol $\in$ to denote the relation “is a member of” for multisets. Therefore, for a multiset $w$, $a \in w$ will stand for $w(a) > 0$.

Given two multisets $w, v \in V^\circ$, $w$ is a submultiset of $v$ if $w(a) \leq v(a)$, for all $a \in V$. In this case, removing $w$ from $v$ means constructing the multiset $v - w$ with the property $(v - w)(a) = v(a) - w(a)$.

For a multiset of tuples $w \in (A_1 \times \ldots \times A_n)^\circ$ we will use the notation $w|_{A_i}$ to refer to the multiset of projections of the elements of $w$ on the dimension $A_i$, $1 \leq i \leq n$. Formally, $w|_{A_i} \in A_i^\circ$ and $w(a_i)$ for a fixed $a_i \in A_i$ is equal to the number of tuples of the form $(a_1, \ldots, a_i, \ldots, a_n)$ in $w$.

2.2 General Sequential and Parallel Rewriting

Consider an (infinite, computable) alphabet of objects $O$. An $O$-rewriting rule is a partial function $r : O \to O$. For an object $o \in O$ for which $r(o)$ is undefined, we say that $r$ is not applicable to $o$. Often, the semantics of computing $r(o)$ is given by “removing the left-hand side” or $r$ from the object $o$ and then “adding back the right-hand side”. Accordingly, we define the pair of partial functions $r_-, r_+ : O \to O$ such that their total effect is the same as that of $r$, i.e., $r = r_+ \circ r_-.$

Example 1. Consider the alphabet $V = \{a, b\}$ and the set $O = V^\circ$ of all finite multisets over $V$. The partial function $r : V^\circ \to V^\circ$ replacing an instance of $a$ with two instances of $b$ is an $O$-rewriting rule and is often written as $r : a \to bb$ or $r : a \to b^2$ (note that, in this notation, the symbol $\to$ is used to specify rule sides and not the domain or the codomain of a function); $r$ is defined for all multisets containing at least an instance of $a$ and is undefined for all other multisets.

For the multiset rewriting rule $r$, the value $r_-(w)$ can be defined by removing the left-hand side $a$ from the multiset $w$ (if possible) and $r_+(w)$ by adding the right-hand side $bb$ to $w$. Thus, $r = r_+ \circ r_-.$

Example 2. Consider, again, the alphabet $V = \{a, b\}$ and the set $O = V^*$ of all finite strings over $V$. In this case, an $O$-rewriting rule is a partial function $r : O \to O$ replacing a substring at a particular position. To express the effect of rewriting any substring of a string $s \in O$ satisfying some particular criteria, we
need to consider a family of functions \((r_i : O \to O)_{i \in I}\) replacing the substring at its \(i\)-th occurrence. To express the effect of rewriting any substring in any finite string in \(O\), we need to consider the family of functions \((r_i : O \to O)_{i \in \mathbb{N}}\).

Fix a set of \(O\)-rewriting rules \(R\). To capture the possibility of applying multiple rules \(R\) in parallel, we define the (computable) partial function \(\text{apply} : R^2 \times O \to O\) which applies a multiset of rules from \(R\) to an object from \(O\) and yields a new object in \(O\), if possible. As for the case of individual rules, to represent the idea of “removing the left-hand sides” and “adding the right hand sides”, we define two other mappings \(\text{apply}_-\) and \(\text{apply}_+\) such that \(\text{apply}(\rho, o) = \text{apply}_+(\rho, \text{apply}_-(\rho, o))\), with \(\rho \in R^2\) and \(o \in O\).

**Example 3.** Consider the alphabet \(V = \{a, b\}\) and \(O = V^*\), as in Example 1, and two rewriting rules \(r_1 : ab \to bb\) as well as \(r_2 : bb \to a\). Take the multiset of rules \(\rho = r_1r_2\); classically, the function \(\text{apply}(\rho, w)\) is defined for such multisets \(w \in O\) which contain the submultiset \(ab^3 = abbb\), necessary to satisfy both the applicability requirements of rules \(r_1\) and \(r_2\). In this case, \(\text{apply}_-(\rho, w)\) is the function removing the multiset \(ab^3\) from \(w\), \(\text{apply}_+(\rho, w)\) is the function adding \(bba\) to \(w\), and \(\text{apply}(\rho, w)\) is the function first removing \(ab^3\) from \(w\) and then adding \(bba\).

A sequential \(O\)-rewriting framework is the pair \((O, R)\), where \(O\) is a set of objects and \(R\) is a set of \(R\)-rewriting rules. A parallel \(O\)-rewriting framework is the pair \((O, R, \text{apply}_-, \text{apply}_+)\), where \((O, R)\) is a sequential \(O\)-rewriting framework and \(\text{apply}_-, \text{apply}_+ : R^2 \times O \to O\) are the (computable) partial functions defining the semantics of parallel application of rules from \(R\) to objects in \(O\).

Our definition of rewriting frameworks are strongly inspired by the work [8].

### 2.3 P Systems

The definition of P systems we give in this paper directly generalises various models of cell-like (hierarchical) P systems in which rules are “located within” the membranes and whose membrane structure may evolve: transition P systems with membrane dissolution rules, P systems with active membranes, etc.

A comprehensive overview of different flavors of membrane systems and their expressive power is given in the handbook which appeared in 2010, see [12]. For a state of the art snapshot of the domain, we refer the reader to the P systems website [20], as well as to the bulletin of the International Membrane Computing Society [19].

Given a parallel \(O\)-rewriting framework \((O, R, \text{apply}_-, \text{apply}_+)\), a P system is the following tuple:

\[
\Pi = (O, O_T, \mu, w_1, \ldots, w_n, I, R_1, \ldots, R_n, h_i, h_o),
\]

where \(O\) is a (computable, infinite) set of objects, \(O_T \subseteq O\) is a (computable) set of terminal objects, \(\mu\) is the initial membrane structure injectively labelled by
the numbers from \{1, \ldots, n\} and usually given by a sequence of correctly nested brackets, \(I\) is the set of allowed ingredients (explained below), \(w_i \in O\) is the initial object in membrane \(i\), \(R_i \subseteq R \times I\) is the set of \(O\)-rewriting rules associated with membrane \(i\) and enriched with some ingredients, \(1 \leq h_i \leq n\) is the label of the input membrane and \(1 \leq h_o \leq n\) is the label of the output membrane.

The set of ingredients \(I\) in the above definition captures the variety of additional actions which may be associated with \(O\)-rewriting rules. We give some examples:

- **Target indications**: If \(O = V^o\), target indications can be represented by defining \(I = \{\text{none}\} \cup (V \times \text{Tar})^o\), thus allowing rules to specify multisets of pairs \((a, \text{tar})\) of symbols \(a \in V\) and target indications \(\text{tar} \in \text{Tar}\).
- **Membrane dissolution**: Membrane dissolution can be represented by defining \(I = \{\text{none}, \delta\}\) and by writing non-dissolving rules as \((u \rightarrow v, \text{none})\) and dissolving rules as \((u \rightarrow v, \delta)\), with the usual dissolution semantics.
- **Membrane division, creation, etc.**: Similarly to dissolution, any modification of the membrane structure may expressed by adding the corresponding symbols to the set \(I\).

Finally, note that membrane polarisations can be represented without ingredients by extending the set of objects to \(O \times \pi\), where \(\pi\) is the set of polarisations (e.g., \(\pi = \{-, 0, +\}\)), and by having the rules read and modify the polarisations if necessary.

A **configuration** of the P system \(\Pi\) is the tuple \(C = (\mu', w_1', \ldots, w_n')\), where \(\mu'\) is the current membrane structure and \(w_i' \in O\) is the object contained in membrane \(i\). For P systems which do not dynamically modify their membrane structure, the first component \((\mu')\) of the tuple may be omitted.

A **k-step computation** of \(\Pi\) is a sequence of configurations \((C_j)_{0 \leq j \leq k}\) with the following properties:

- \(C_0 = (\mu, w_1, \ldots, w_{h_i}, \ldots, w_n)\), where \(\mu\) is the initial membrane structure of \(\Pi\), \(w_i, 1 \leq i \leq n\), is the initial object in membrane \(i\), and \(w_{h_i}' = w_{h_i} \uplus w_{\text{in}}\), where \(w_{h_i} \in O\) is the initial object in the input membrane \(h_i\), \(w_{\text{in}} \in O\) is the input object, and \(\uplus\) is the operation of combining two objects (e.g., multiset union if \(O = V^o\));
- for any configuration \(C_j\), \(0 \leq j < k\), the configuration \(C_{j+1}\) can be obtained from \(C_j\) by applying the rules to the objects of \(C_j\) according to a fixed **evolution mode** (e.g., the maximally parallel mode), and by then executing the actions required by the ingredients associated with the applied rules;
- \(C_k\) is a **halting configuration**, i.e., a configuration satisfying the halting condition of \(\Pi\). One of the best known halting condition is requiring that no rule be applicable any more according to the fixed derivation mode (total halting by inapplicability).

The **result** of the computation \((C_j)_{1 \leq j \leq k}\) is derived from the object \(w_{h_o}\) found in membrane \(h_o\) in the halting configuration \(C_h\). A typical way of deriving the result is applying the terminal projection \(p_T : O \rightarrow O_T\) which allows for retrieving
the “terminal part” \( p_T(w_{h_0}) \). Another way may be declaring that the derivation \((C_j)_{1 \leq j \leq k}\) only produces a result if \( w_{h_0} \in O_T \) (otherwise \( \Pi \) produces no result).

P systems as we defined them are general device computing functions, yet particular cases are often considered. \( \Pi \) is said to work in the generating mode if it takes no input (the starting configuration \( C_0 \) is the same for all computations). \( \Pi \) is said to work in the accepting mode if it takes an input and accepts by a halting computation, whereas non-accepted inputs only yield non-halting computations.

A special case of accepting P systems are deciding P systems: for any input, all its computations must halt and are grouped into two classes—accepting and rejecting; for each input, all computations must belong to one of these groups. One usual way of discriminating between the two types of computation is by looking at the form of the object \( w_{h_0} \) in the output membrane in the halting configuration: e.g., if \( O = V^o \), an accepting halting configuration of \( \Pi \) must contain the symbol yes in \( w_{h_0} \) and a rejecting halting configuration must contain the symbol no.

We will denote the language of objects generated (respectively, accepted) by the P system \( \Pi \) by \( L_{\text{gen}}(\Pi) \) (respectively, \( L_{\text{acc}}(\Pi) \)). Sometimes we will use the notation \( L(\Pi) \) when the context makes it clear whether \( \Pi \) is an acceptor or a generator.

3 Time- and Clock-freeness

In this section, we briefly recall (and generalise) the definition of timed and time-free P systems originally introduced in [5]. We then recall the original definition of clock-free P systems as introduced in [14] and give a formalisation. Finally, we show how clock-freeness can easily be captured via a simpler event-driven semantics (a natural continuation of [11]).

We start by defining the notion of a rule queue. Given a set of rules \( R \), and the set of ingredients \( I \), we will call any finite multiset of rules \( \rho \in (R \times I)^o \) a rule queue. For a number set \( X \), we will call any finite multiset \( \rho \in (R \times I \times X)^o \) an \( X \)-timed rule queue. Intuitively, a rule queue is just an unordered collection of rules and ingredients, while an \( X \)-timed rule queue is a collection of rules and ingredients which have timestamps.

Given a P system \( \Pi \), an extended configuration (with rule queues) is a tuple \( C = (\mu, w_1, \ldots, w_n, \rho_1, \ldots, \rho_n) \), where \( C = (\mu, w_1, \ldots, w_n) \) is a configuration of \( \Pi \) and \( \rho_i \) is a rule queue (with or without timestamps).

3.1 Time-free P Systems

We will now recall the definitions of timed and time-free P systems from [5] and generalise them to our definition of P systems.

Given a P system \( \Pi \) as defined in Subsection 2.3, a timing function is a computable mapping \( e : R_\Pi \to \mathbb{N}_+ \), with \( \mathbb{N}_+ = \mathbb{N} \setminus \{0\} \) and \( R_\Pi = \bigcup_{1 \leq i \leq n} R_i \), which assigns durations to the rules of \( \Pi \). The timed P system \( \Pi(e) \) is a P system with semantics modified in the following way.
Computations of $\Pi$ are sequences of extended configurations with $\mathbb{N}_+$-timed rule queues (i.e., the rules in rule queues have natural timestamps). To compute the configuration $C_{j+1}$ from a configuration $C_j$, consider the membrane $i$ containing the object $w_i$ and the rule queue $\rho_i$. $\Pi(e)$ shall perform the following actions:

1. Constitute the submultiset of rules $\rho_{\text{now}}$ of the queue $\rho_i$ which have the timestamp $j + 1$; in other words, any tuple in $\rho_{\text{now}}$ must have the form $(r, i, j + 1)$. Build the new multiset $\rho_i'$ by removing $\rho_{\text{now}}$ from $\rho_i$. Take the multiset $\rho_{\text{now}}|R$ of all $O$-rewriting rules in $\rho_{\text{now}}$ and compute the object $w_i'$ in the following way: $w_i' = \text{apply}_+(\rho_{\text{now}}|R, w_i)$. Finally, implement the effects of all the ingredients listed in $\rho_{\text{now}}$.

2. Pick a multiset of rules $\rho_{\text{app}}$ applicable to $w_i'$ according to a fixed evolution mode and set the timestamp for every rule $r$ added to $\rho_{\text{app}}$ to $j + 1 + e(r)$. Take the multiset $\rho_{\text{app}}|R$ of all $O$-rewriting rules in $\rho_{\text{app}}$ and compute the new object $w_i''$ in the following way: $w_i'' = \text{apply}_-(\rho_{\text{app}}|R, w_i')$. Add $\rho_{\text{app}}$ to $\rho_i'$ thus constituting the new rule queue $\rho_i''$.

3. In configuration $C_{j+1}$, set the contents of membrane $i$ to $w_i''$ and its rule queue to $\rho_i''$.

Thus, the queues in an extended configuration $C_j$ contain the rules whose application started in the previous steps (excluding step $j$), including the rules which are scheduled to finish at step $j$. All queues are empty in the starting configuration and the first evolution step consists in launching some rules (in a sense, it is a “dummy” step or a “half step”).

To halt, $\Pi(e)$ needs to exhaust all of the rule queues: that is, the evolution continues until there are still rules scheduled to finish in some future steps, and all queues must be empty in the halting configuration.

The result of a computation of the timed P system $\Pi(e)$ is derived from the contents of its output membrane in its halting configuration in the same way as described for non-timed P systems in Subsection 2.3.

A P system $\Pi$ is called time-free if there exists a language of objects $L \subseteq O$ such that $L(\Pi(e')) = L(\Pi(e))$, for any (computable) timing functions $e : R_H \to \mathbb{N}_+$ and $e' : R_H \to \mathbb{N}_+$, and $L = L(\Pi(e))$ for some timing function $e : R_H \to \mathbb{N}_+$. Therefore, time-freeness is the property of P systems to yield the same results independently of durations statically assigned to the rules.

### 3.2 Clock-free P Systems

In this subsection, we will formally define clock-free P systems following the original work [14]. The motivating intuition is as follows: real-world processes are rarely synchronised via a shared global clock. Timed and time-free P systems capture the fact that processes may have different durations and that some systems are robust to arbitrary variations in such durations; however the durations are integer numbers, which still implies the presence of a discrete global clock. Furthermore, in timed P systems, all applications of the same rule last for the same amount of
time, which does not take into account the variations in the execution time of different instances of the same process. Clock-free P systems as introduced in [14] lift both of these restrictions: different applications of the same rule are allowed to last for different, real, amounts of time.

Following the same scheme as for timed and time-free P systems, we can introduce per-instance real rule timing in the following way. Consider a P system \( \Pi \) as defined in Subsection 2.3 with \( O \)-rewriting rules enriched with ingredients \( R_\Pi \times I \) and the set \( \mathcal{C} \) of all sequences of extended configurations of \( \Pi \). A per-instance (real) timing function is a mapping \( \tau : \mathcal{C} \times (R_\Pi \times I)^\circ \to (R_\Pi \times I \times \mathbb{R}_+)^\circ \), with \( \mathbb{R}_+ = \{ x \in \mathbb{R} \mid x > 0 \} \), assigning positive real durations to the rules in a multiset of rules based on the given history of configurations.

Even before we define the effect of per-instance timing function, we give an informal example to give an intuitive impression.

**Example 4.** Consider the following one-membrane multiset rewriting P system:

\[
\Pi_1 = ([a,b]^\circ, [a,b]^\circ, [1], a, \{none\}, \{r_1 : a \to bb, r_2 : b \to aa\}, 1, 1)
\]

and suppose it works in the maximally parallel mode. Take the initial configuration \( C_0 = ([1], a, \lambda) \). Suppose we want to apply the rule \( r_1 : a \to bb \) twice in this configuration. We will define the per-instance timing function \( \tau \) to have the value \( (r_1, none, 0.5)(r_1, none, \sqrt{2}) \) for the singleton sequence \( (C_0) \) and the multiset of rules \( (r_1, none)^2 \). This will move the system into the configuration \( C_1 = ([1], a, \lambda, (r_1, none, 0.5) (r_1, none, \sqrt{2})) \).

Among the two applications of \( r_1 \), one is scheduled to finish earlier, at time 0.5. At this moment, it releases the multiset \( bb \) into the skin, which renders the rule \( r_2 \) applicable. We define the per-instance timing function \( \tau \) to have the value \( (r_2, none, \sin 1)(r_2, none, \cos 1) \) for the sequence \( (C_0C_1) \) and the multiset of rules \( (r_2, none)^2 \). This moves the system into the configuration \( C_2 = ([1], \lambda, (r_1, none, 0.5 + \sin 1))(r_2, none, 0.5 + \cos 1) \).

We will now define the semantics of per-instance real timing functions. Take a P system \( \Pi \) and fix a per-instance real timing function \( \tau \) for it. Computations of \( \Pi(\tau) \) are sequences of extended configurations with \( \mathbb{R}_+ \)-timed rule queues (compare this with \( \mathbb{N}_+ \)-timed rule queues for timed P systems recalled in Subsection 3.1). The queues in an extended configuration \( C_j \) contain the rules whose applications started in configurations previous to \( C_j \) (according to a fixed derivation mode), including rules scheduled to finish in this configuration. Consider a sequence \( \gamma = (C_m)_{0 \leq m \leq j} \) of extended configurations with \( \mathbb{R}_+ \)-timed rule queues. To compute the next configuration \( C_{j+1} \) from this sequence, \( \Pi(\tau) \) proceeds in the following way:

1. Find the smallest timestamp \( t_j \in \mathbb{R} \) across all rule queues in configuration \( C_j \).
2. In every membrane \( i \), take the submultiset \( \rho_{\text{now}} \) of the queue \( \rho_i \) in which the rules have the timestamp \( t_j \) and compute the object \( w_i' \) in the following way:

\[
w_i' = \text{apply}_+ (\rho_{\text{now}}(r, w_i)); \text{ also implement the effects of the ingredients listed in}
\]
$\rho_{\text{now}}$. Build $\rho'_i$ by removing $\rho_{\text{now}}$ from $\rho_i$. (This procedure is identical to that described in the semantics of timed P systems in Subsection 3.1, point 1.)

3. In every membrane $i$, pick a multiset of rules $\rho_{\text{app}}$ applicable to $w'_i$ according to a fixed evolution mode, compute $\rho'_{\text{app}} = \tau(\gamma, \rho_{\text{app}})$, add $t_j$ to all timestamps in $\rho'_{\text{app}}$, and add the result to the new rule queue $\rho'_i$. Take the multiset $\rho_{\text{app}}|R$ of all O-rewriting rules in $\rho_{\text{app}}$ and compute the new object $w''_i$ in the following way: $w''_i = \text{apply}^-(\rho_{\text{app}}|R, w'_i)$. Add $\rho_{\text{app}}$ to $\rho'_i$, thereby forming the new queue $\rho''_i$. (This procedure is very similar to that described in the semantics of timed P systems in Subsection 3.1, point 2.)

4. In configuration $C_{j+1}$, set the contents of membrane $i$ to $w''_i$ and its rule queue to $\rho''_i$.

Like for timed P systems, the starting configuration of any computation of $\Pi(\tau)$ has all rule queues empty, and, to halt, $\Pi(\tau)$ needs to exhaust all queues.

The result of a computation of the P system $\Pi(\tau)$ equipped with the per-instance real timing function $\tau$ is derived from the contents of the output membrane in the halting configuration in the same way as described for non-timed P systems in Subsection 2.3.

A P system $\Pi$ is called clock-free if there exists a language of objects $L \subseteq O$ such that $L(\Pi(\tau')) = L(\Pi(\tau))$, for any (computable) per-instance real timing functions $\tau$ and $\tau'$, and $L = L(\Pi(\tau))$ for some per-instance real timing function $\tau$. Therefore, clock-freeness is the property of P systems to yield the same results independently of positive real durations dynamically assigned to rule applications.

We will explicitly explain why our definition corresponds exactly to the slightly informal presentation given in [14]. In the cited paper, the author states that every rule application may have a different real duration. His proofs suppose durations may be arbitrary, but show computational completeness nevertheless. The fact that rule applications may have different real durations is captured by our per-instance real timing functions. Robustness with respect to arbitrary durations is captured by our definition of the clock-freeness property.

Example 5. Consider again the P system $\Pi$ from Example 4 and the sequence of extended configurations $(C_0, C_1, C_2)$. The corresponding evolution of the rule queue associated with the only membrane of $\Pi$ is illustrated in Figure 1.

The hollow bullets on the time axis (denoted by the letter $t$ on the figure) mark the “steps”, i.e., the moments at which there is at least a rule which finishes its execution and when $\Pi$ has to check whether any new rules have to be started. Clearly, the illustration does not show a halting computation of $\Pi$: new rules are started at moments $t = 0$ and $t = 0.5$, but, of course, other rules are applicable at the other moments highlighted in the figure. We do not show or treat them to avoid clutter.

Finally, we define an important class of per-instance real timing functions. We will call such a function $\tau$ a Markovian real timing function if its value does not depend on the first argument. Formally, $\tau$ is Markovian if, for a fixed multiset of
Fig. 1. A graphical illustration of the two-step computation of \( \Pi_1 \) described in Example 4. The hollow bullets mark the “steps”.

rules \( \rho \) and for any two sequences of configurations \( \gamma_1 \) and \( \gamma_2 \), the following holds
\( \tau(\gamma_1, \rho) = \tau(\gamma_2, \rho) \). We will call \( \Pi \) systems which are clock-free with respect to the
class of Markovian timing functions Markovian clock-free.

3.3 Event-driven \( \Pi \) Systems

Consider again the semantics of \( \Pi \) systems with per-instance real timing functions, and especially the illustration in Figure 1. The evolution of such \( \Pi \) systems is quite clearly centred around the concept of an event: the moment at which some rule executions finish and release the results into the membrane. The computations driven by per-instance real timing functions are essentially sequences of such events. This intuitively implies that what only matters is the order in which rules finish, and not so much the actual individual timings. This observation was stated in a preliminary form in [11].

In this section we first introduce event-driven \( \Pi \) systems and then show the equivalence between this variant and clock-free \( \Pi \) systems.

Following the same scheme as for per-instance real timing functions, we can define finishing functions in the following way. Consider a \( \Pi \) system as defined in Subsection 2.3 with \( O \)-rewriting rules enriched with ingredients \( R_{\Pi} \times I \) and the set \( C \) of all sequences of extended configurations of \( \Pi \) with simple rule queues (no timestamps). A finishing function is a mapping \( \phi : C \times (R_{\Pi} \times I)^{\omega} \rightarrow (R_{\Pi} \times I)^{\omega} \) indicating, based on the history of configurations, which rules from a given rule queue must finish their execution. Note that \( \phi \) may also return an empty multiset.

Take a \( \Pi \) system \( \Pi \) and fix a finishing function \( \phi \) for it. We define the semantics of \( \Pi(\phi) \) in the following way. Computations of \( \Pi(\phi) \) are sequences of configurations with simple rule queues (no timestamps). Again, the rule queues of an extended configuration \( C_j \) contain the rules whose applications started before \( C_j \) according to the corresponding fixed derivation mode and \( \Pi(\phi) \). Given a sequence \( \gamma = (C_m)_{0 \leq m \leq J} \) of extended configurations with simple queues, \( \Pi(\phi) \) proceeds in the following way to obtain the configuration \( C_{J+1} \). In membrane \( i \) containing the object \( w_i \) and the rule queue \( \rho_i \), \( \Pi \) does the following:
1. Apply the finishing function to find the submultiset of rules \( \rho_{\text{now}} \) which must finish: \( \rho_{\text{now}} = \phi(\gamma, \rho_i) \). Take the multiset \( \rho_{\text{now}}|_R \) of all rewriting rules in \( \rho_{\text{now}} \) and compute the new object \( w'_i = \text{apply}_+(\rho_{\text{now}}|_R, w_i) \); also implement the effect of the ingredients listed in \( \rho_{\text{now}} \). Build \( \rho'_i \) by removing \( \rho_{\text{now}} \) from \( \rho_i \).

2. Pick a multiset of rules \( \rho_{\text{app}} \) applicable to \( w'_i \) according to a fixed evolution mode and add \( \rho_{\text{app}} \) to \( \rho'_i \), thereby constituting the new rule queue \( \rho''_i \). Compute the new object \( w''_i = \text{apply}_-(\rho_{\text{app}}, w'_i) \).

3. In configuration \( C_{j+1} \), set the contents of membrane \( i \) to \( w''_i \) and its rule queue to \( \rho''_i \).

As before (Subsections 3.1 and 3.2), all computations start with empty rule queues and the system needs to exhaust all rule queues in order to halt. The result is retrieved as for P systems operating under conventional semantics (Subsection 2.3).

Recall that the finishing function \( \phi \) is allowed to return an empty multiset. In this paper, we choose to only consider functions which, for a given sequence of configurations \( \gamma \) of a fixed P system \( \Pi \), return a non-empty multiset for at least one rule queue (non-denying functions). This ensures that every configuration in a computation of \( \Pi \) corresponds to a rule finishing event.

**Example 6.** Consider again the P system from Example 4:

\[
\Pi_1 = (\{a, b\}^\circ, \{a, b\}^\circ, [\ ], a, \{\text{none}\}, \{r_1 : a \rightarrow bb, r_2 : b \rightarrow aa\}, 1, 1)
\]

and the first three configurations of its computation \((C_0, C_1, C_2)\) illustrated in Figure 1. We can reproduce the effects of these three steps using a finishing function. The initial configuration will be, as before, \( K_0 = ([\ ], aa, \lambda) \). In this configuration the maximally parallel mode forces \( \Pi \) to apply \( r_1 \) twice and to move into the following configuration \( K_1 = ([\ ], \lambda, (r_1, \text{none})^2) \). We define the finishing function \( \phi \) to return \((r_1, \text{none})\) for history \((K_0, K_1)\) and the queue \((r_1, \text{none})\). This will release the products of \( r_1 \) into the skin membrane and render \( r_2 \) applicable. The maximally parallel derivation mode enforces the two applications of \( r_2 \), moving \( \Pi_1 \) into the configuration \( K_2 = ([\ ], \lambda, (r_1, \text{none}) (r_2, \text{none})^2) \).

We now show side by side the configurations \( C_0, C_1, \) and \( C_2 \) of \( \Pi(\tau) \) working under the per-instance real timing function \( \tau \) from Example 4 and the configurations \( K_0, K_1, \) and \( K_2 \) from the previous example (we denote \( t_1 = 0.5 + \sin 1 \) and \( t_2 = 0.5 + \cos 1 \)).

Note that, with the finishing function from Example 6, we are able to reproduce the contents of rule queues in \((C_0, C_1, C_2)\), without using time stamps. We will later formally show that per-instance real timing functions are equivalent to finishing functions, which makes them into a useful instrument for reasoning about computations with per-instance real timing.

For a P system \( \Pi \) to be independent of the finishing strategy \( \phi \) means that there exists a language \( L \subseteq O \) of objects of \( \Pi \) such that \( L = \Pi(\phi) \) for any computable finishing function \( \phi \).
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Table 1. A comparison between the forms of configurations in Examples 4 and 6. We denote \( t_1 = 0.5 + \sin 1 \) and \( t_2 = 0.5 + \cos 1 \).

<table>
<thead>
<tr>
<th></th>
<th>( C_i )</th>
<th>( K_i )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>( ([ ]_1, \text{aa}, \lambda) )</td>
<td>( ([ ]_1, \text{aa}, \lambda) )</td>
</tr>
<tr>
<td>1</td>
<td>( ([ ]_1, \lambda, (r_1, \text{none}, 0.5) (r_1, \text{none}, \sqrt{2})) )</td>
<td>( ([ ]_1, \lambda, (r_1, \text{none})^2) )</td>
</tr>
<tr>
<td>2</td>
<td>( ([ ]_1, \lambda, (r_1, \text{none}, \sqrt{2}) (r_2, \text{none}, t_1) (r_2, \text{none}, t_2)) )</td>
<td>( ([ ]_1, \lambda, (r_1, \text{none}) (r_2, \text{none})^2) )</td>
</tr>
</tbody>
</table>

Since a finishing function essentially defines the *sequencing* of the releases of “processed” rule products, P systems which are independent of this sequencing can be seen as “waiting” for events to happen and “handling” them. Thus, we will refer to such systems using the term *event-driven P systems*.

Finally, in analogy with Markovian per-instance timing functions, we define Markovian finishing strategies. We will call a strategy \( \phi \) a *Markovian finishing strategy* if its value does not depend on the first argument. Formally, \( \phi \) is Markovian if, for a fixed multiset of rules \( \rho \) and for any two sequences of configurations \( \gamma_1 \) and \( \gamma_2 \), the following holds: \( \tau(\gamma_1, \rho) = \tau(\gamma_2, \rho) \). We will call P systems which are event-driven with respect the class of Markovian finishing functions *Markovian event-driven*.

### 3.4 Timing Types and Finishing Strategies

Because timed P systems, P systems with per-instance real timing, and P systems with finishing strategies stem from the same idea—introduce rule durations to P systems—it is not surprising that these models have a lot in common. In this subsection, we outline the main connections.

First of all, we would like to bring the reader’s attention upon the form of the configurations shown in Table 1: in many of them, the multisets contained in the membranes are empty, the “semantic focus” being on rule queues. This is an effect which may be surprising at first, but which actually underlines the important difference of P systems with rule queues as compared to usual P systems: in the former case, configurations mark the *intervals* the start of some rule applications and the end of some other rule applications (also seen in Figure 1), while configurations for P systems operating under conventional semantics (Subsection 2.3) capture the *moments* between the end of some rule applications and the start of some other rule applications.

We will now show a series of intuitively clear inclusions of families of P systems with rule queues. We start with a general statement about timing functions and per-instance real timing functions.

**Proposition 1.** Given a P system \( \Pi \) and any timing function \( e \) (Subsection 3.1) there exists a per-instance real timing function \( \tau_e \) (Subsection 3.2) such that \( L(\Pi(e)) = L(\Pi(\tau_e)) \).
Proof. Consider the timing function \( \tau_e \) always assigning the duration \( e(r) \) to any application of the rule \( r \) in any evolution of \( \Pi \). It follows from the definitions of semantics in Subsections 3.1 and 3.2 that, for any computation \( \gamma_e \) of \( \Pi(e) \) there exists a computation \( \gamma_\tau \) of \( \Pi(\tau_e) \) producing the same output object, and conversely. Moreover, for a given step \( j \), the configurations \( C_j \in \gamma_e \) and \( K_j \in \gamma_\tau \) are identical (modulo the inclusion of \( \mathbb{N} \) into \( \mathbb{R} \)).

The converse proposition is not true; there exist per-instance timing functions which do not have a corresponding timing function.

**Proposition 2.** There exists a multiset-rewriting P system \( \Pi \) and a per-instance timing function \( \tau \) such that \( L(\Pi(\tau)) \neq L(\Pi(e)) \) for any timing function \( e \).

**Proof (Sketch).** Consider the one-membrane multiset rewriting P system \( \Pi \) with the following rules:

\[
\begin{align*}
  r_1 : a & \rightarrow c & r_3 : cb & \rightarrow d \\
  r_2 : c & \rightarrow f & r_4 : cd & \rightarrow \bigtriangleup
\end{align*}
\]

Fix the starting multiset in the only membrane of \( \Pi \) to \( aab \). We can construct a per-instance real timing function for \( \Pi \) which will yield the evolution shown in Figure 2. Note that the two applications of \( r_1 \) take a different amount of time,

\[\text{Fig. 2. A computation impossible without per-instance timing (because two applications of } r_1 : a \rightarrow c \text{ take different time)}.\]

which lets the first \( c \) arrive (on the right) to produce a \( d \) together with \( b \) so that, when the second \( c \) arrives (on the left), it can produce \( \bigtriangleup \) together with \( d \). On the other hand, if all applications of \( r_1 \) lasted for the same amount of time, both \( c \)'s would appear at the same time, and one of them would have to evolve by rule \( r_3 \) turning into \( f \) and guaranteeing that rule \( r_4 \) cannot be applied.

The fact that in timed P systems in the sense of Subsection 3.1 different applications of the same rule last for the same amount of time implies the statement of the proposition.

According to the previous two propositions, per-instance timing allows richer behaviour than simple timing (in the sense of Subsection 3.1). This immediately implies the following statement.
Theorem 1. A P system $\Pi$ which is clock-free is also time-free.

The relationship between per-instance timing functions and finishing strategies is even stronger. In the following, we say that two rule queues are equivalent modulo timestamps removing all timestamps from both yields two equal rule queues. We also consider the natural extension of this equivalence to configurations with rule queues.

Proposition 3. Given an O-rewriting P system $\Pi$ and any per-instance real timing function $\tau$ such that its value $\tau(\alpha, o)$ for the object $o \in O$ does not depend on the timestamps in the sequence of configurations $\alpha$, there exists a finishing strategy $\phi$ such that $L(\Pi(\tau)) = L(\Pi(\phi))$.

Proof. Take a computation $\gamma$ of $\Pi(\tau)$ and suppose that we have already defined $\phi$ sufficiently to build a prefix $\gamma'_j$ of length $j$ of a computation $\gamma'$ of $\Pi(\phi)$ in which all configurations are equivalent modulo timestamps to the corresponding configurations in the prefix $\gamma_j$ of $\gamma$. Extend the definition of $\phi$ to require the same rules to finish in configuration $K_j$ of $\gamma'$ as those which are scheduled to finish in $C_j$ in $\gamma$. Since we require $\tau$ to be independent of the timestamps in $\gamma_j$, extending $\phi$ in this way is always possible. This observation, together with the fact that the starting configurations of $\gamma$ and $\gamma'$ are vacuously equivalent modulo timestamps (since their rule queues are empty), implies that we can define $\phi$ such that all configurations in $\gamma'$ are equivalent modulo timestamps to the corresponding configurations in $\gamma$. This means that the results in the halting configurations of $\gamma$ and $\gamma'$ are equal, which proves the proposition.

Corollary 1. Given a P system $\Pi$ and any Markovian per-instance real timing function $\tau$, there exists a finishing strategy $\phi$ such that $L(\Pi(\tau)) = L(\Pi(\phi))$.

This corollary directly implies the following statement about event-driven P systems and Markovian clock-free P systems.

Theorem 2. Any P system $\Pi$ which is event-driven is Markovian clock-free.

The converse of Proposition 3 also holds.

Proposition 4. Given a P system $\Pi$ and any finishing strategy $\phi$, there exists a per-instance real timing function $\tau$ such that $L(\Pi(\phi)) = L(\Pi(\tau))$.

Proof. Take a computation $\gamma$ of $\Pi(\phi)$; $\gamma$ is a sequence of configurations with simple rule queues (without timestamps). Construct a new sequence of configurations $\gamma'$ with $\mathbb{R}_+$-timed rule queues in which all rules in all rule queues of configuration $C_j$ get the timestamp $j$. Now consider the per-instance real timing function $\tau$ which assigns exactly these timestamps to rule applications in $\gamma'$. The fact that we can always carry out this transformation implies the statement of the proposition.
According to the previous proposition, per-instance timing strategies may ensure richer behaviour than finishing strategies, which implies the following statement.

**Theorem 3.** A P system $\Pi$ which is clock-free is event-driven (in the sense of Subsection 3.3).

Figure 3 summarises the relations between the various kinds of freeness properties of P systems with rule queues we have considered in this paper. This figure also takes into consideration that any clock-free P system is trivially Markovian clock-free (because Markovian per-instance timing functions form a proper subclass of per-instance timing functions). This relation is represented as a dashed arrow.

**Fig. 3.** Inclusions between the different kinds of freeness properties considered in this section.

4 Clock-freeness and Efficiency: P versus NP

One of the famous features of some variants of P systems is the capability of solving intractable (NP-complete) problems in polynomial time. The classical approach is generating an exponential number of computing units in polynomial time, which allows fast exploration of the space of candidate solutions (see [12] for some classic examples). Recently, efficient time-free solutions to intractable problems have been provided, e.g. in [15, 16, 17, 18]. Since there is no upper bound on the values the timing function may assign, the authors of the cited papers measure the time complexity of their constructions in terms of rule starting steps—the number of moments in the evolution of the P system at which rule executions start—rather than in terms of the total running time.

On the other hand, we tend to see the number of rule finishing steps as a better measure for time complexity of time- and clock-free P systems. We take as a motivating example a computation in which rules only start in the first configuration and then finish at different times. This computation has only one starting step, but
it may have multiple finishing steps, the number of which is more closely related to the number of events that occurred.

We now show that, assuming that in order to solve an NP-complete problem an exponential number of computing units is necessary, efficient (in terms of the number of finishing steps) clock-free solutions are impossible to construct (we assume P ≠ NP). The intuition is as follows: in time-free P systems, we may not assume any particular duration for a given rule application, but we are sure that all applications of the same rule take the same amount of time. The fact that this property is no longer guaranteed under clock-freeness turns out to be essential for (in)efficiency.

**Theorem 4.** Consider an NP-complete problem $P$ and take a P system $\Pi$ solving it. Then there exists a per-instance (real) timing function under which all computations of $\Pi$ contain an exponential (in the size of the input) number of rule finishing steps (assuming that in order to solve an NP-complete problem an exponential number of computing units is needed).

**Proof.** In P systems as defined in Subsection 2.3, the atomic “computing units” are single rule applications. Therefore, according to our assumption, $\Pi$ must run an exponential number of rule applications. Since $\Pi$ operates under per-instance timing, we can ensure that no two rule applications end at the same time, which implies that $\Pi$ has exponentially many rule finishing steps.

### 5 Un-timed and Un-clocked P Systems

In contrast to time-free P systems, where all timing functions have to generate the same results, in an un-timed P systems we collect all the results obtained by using any timing function, i.e., for a given P system $\Pi$ we define

$$L_{un\text{-}t rimed}(\Pi) = \bigcup_t L(\Pi, t).$$

Moreover, in the same way, in an un-timed P system we collect all the results obtained by using any per-instance timing function, i.e., for a given P system $\Pi$ we define

$$L_{un\text{-}clocked}(\Pi) = \bigcup_{\tau} L(\Pi, \tau).$$

In an un-clocked P system, we simply may assume each rule application to last an arbitrary amount of time. In the following we give a small example which yields different results when considered as an un-clocked or as an un-timed system and is neither time- nor clock-free:

**Example 7.** We consider the one-membrane multiset rewriting P system $\Pi$ with the following non-cooperative rules with inhibitors:
Starting from the axiom $ab$, in parallel we have to apply both $r_1 : a \rightarrow aa|\sim_c$ and $b \rightarrow c$ in parallel. Considering $\Pi$ as an un-timed system, $r_1$ can be applied again and again in parallel to all symbols $a$ being generated until the application of the rule $r_2$ has finished which immediately stops the derivation by the appearance of the inhibitor $c$. In sum, we obtain
\[
L_{\text{un-timed}}(\Pi) = \bigcup_{t \text{ timing function}} L(\Pi, t) = \bigcup_{n \in \mathbb{N}} \{a^{2n}c\}.
\]

Of course, this system is neither time- nor clock-free. The infinite set is generated not due to the choice between applicable rule multisets, but due to the non-deterministic choice of the timing function.

Considering $\Pi$ as an un-clocked system, again $r_1 : a \rightarrow aa|\sim_c$ and $b \rightarrow c$ have to be applied in parallel in the first step, and $r_1$ can be applied until the application of the rule $r_2$ has finished which immediately stops the derivation by the appearance of the inhibitor $c$. Yet in contrast to the un-timed version, the applications of the rule $r_1$ to the symbols $a$ appearing in the meantime may end at arbitrary moments of time. To the two symbols $a$ appearing when the first application of rule $r_1$ has finished, $r_1$ has to be applied simultaneously to both symbols $a$, yet from that moment on the different instances of rule $r_1$ may finish in an unsynchronized way. Hence, as we sum up all possible results, we may restrict ourselves to consider only the events when just one rule application ends. The only symbols to which a rule, i.e., $r_1$, now can be applied are the two symbols $a$ having evolved as a result of this one rule application, and to these two symbols two copies of $r_1$ have to be applied simultaneously. In fact, this only means that the number of symbols $a$ has increased by one with each finishing of a rule $r_1$. Therefore, in sum we obtain
\[
L_{\text{un-clocked}}(\Pi) = \bigcup_{\tau \text{ per-instance timing function}} L(\Pi, \tau) = \{a^n c \mid n \in \mathbb{N}_+ \setminus \{1, 3\}\}.
\]

A similar result can be obtained by the one-membrane multiset rewriting P system $\Pi'$ with the following non-cooperative rules with promoters:
\[
r_1 : a \rightarrow aab, \quad r_2 : b \rightarrow b, \quad \text{and} \quad r_3 : b \rightarrow c
\]

Starting from the axiom $ab$, we now may assume that the execution of the rules $r_1$ and $r_2$ takes exactly the same time, because the promoter $b$ is needed to allow the copies of rules $r_1$ to be applied. Again, the derivation halts as soon as the promoter $b$ is eliminated by applying $r_3$. For the un-timed mode, the application of rules $r_1$ still is synchronized, too, and we therefore obtain
\[
L_{\text{un-timed}}(\Pi') = \bigcup_{t \text{ timing function}} L(\Pi', t) = \bigcup_{n \in \mathbb{N}} \{a^{2n}c\}.
\]
In the un-clocked mode, the finishing of rules may be arbitrary, yet still the promoter \( b \) is needed to continue with applying rule \( r_1 \), i.e., only when the application of the rule \( r_2 : b \rightarrow b \) has finished, rule \( r_1 \) can be applied. In sum, we again obtain
\[
L_{un\text{-}clocked}(\Pi') = \bigcup_{\tau \text{ per-instance timing function}} L(\Pi', \tau) = \{a^n c \mid n \in \mathbb{N}_+ \setminus \{1, 3\}\}.
\]

### 6 Mode-freeness

Considering time-free, clock-free, and event-driven P systems motivates further discussion about robustness with respect to variations of other parameters. In this section we will consider **mode-freeness**: robustness with respect to the choice of the evolution mode.

#### 6.1 Evolution Modes

Take a (computable) set of objects \( O \) and consider a parallel \( O \)-rewriting framework \((O, R, \text{apply}_,, \text{apply}_+)\). Following [9], we denote by \( \text{Appl}(R, o) \) the set of multisets of rules applicable to the object \( o \in O \) in parallel. Given an \( n \)-membrane \( O \)-rewriting P system \( \Pi \) and a configuration \( C \) of it, we denote by \( \text{Appl}(\Pi, C) \) the set of tuples of the form \((\rho_1, \ldots, \rho_n)\), in which \( \rho_i \) is a multiset of rules applicable to the object \( w_i \) in membrane \( i \) in configuration \( C \).

**Example 8.** Consider the multiset \( ab \) and the set of multiset rewriting rules \( R = \{ r_1 : a \rightarrow b, r_2 : b \rightarrow c \} \). Then \( \text{Appl}(R, ab) = \{r_1, r_2, r_1r_2\} \). Take a multiset-rewriting P system \( \Pi \) with the set of ingredients \( I = \{\text{none}\} \) and two membranes with equal sets of rules \( R_1 = R_2 = \{(r_1, \text{none}), (r_2, \text{none})\} \). Consider the configuration \( C = (\mu, ab, ab) \) of \( \Pi \), then \( \text{Appl}(\Pi, C) = A \times A \), where \( A = \{(r_1, \text{none}), (r_2, \text{none}), (r_1, \text{none})(r_2, \text{none})\} \).

Given a P system \( \Pi \) and a configuration \( C \), an **evolution mode** (derivation mode) is a strategy \( \vartheta \) for filtering the set \( \text{Appl}(\Pi, C) \). According to [9], we denote by \( \text{Appl}(\Pi, C, \vartheta) \subseteq \text{Appl}(\Pi, C) \) the set of tuples of multisets of rules of \( \Pi \) applicable in configuration \( C \) according to the derivation mode \( \vartheta \). When \( \text{Appl}(\Pi, C, \vartheta) \) contains more than one element, \( \Pi \) chooses between the allowed tuples nondeterministically in order to continue the computation. We will denote the language generated (respectively, accepted) by \( \Pi \) operating under the derivation mode \( \vartheta \) by \( L_{gen}(\Pi, \vartheta) \) (respectively, \( L_{acc}(\Pi, \vartheta) \)).

We will now recall some typical examples of derivation modes considered in [9]. All of these examples are formulated for a P system \( \Pi \) and a configuration \( C \) of it.

**Example 9.** The **asynchronous** derivation mode \( \text{asyn} \) is the mode allowing any combination of rules to be applied: \( \text{Appl}(\Pi, C, \text{asyn}) = \text{Appl}(\Pi, C) \).
Example 10. The sequential derivation mode \textit{sequ} is the mode only allowing one rule to be applied at any time. \(\text{App}(\Pi, C, \text{sequ})\) therefore contains tuples of singleton multisets of rules.

Example 11. The maximally parallel derivation mode \textit{max} only includes tuples of non-extendable multisets of rules.

Formally, for a tuple \((\rho_1, \ldots, \rho_n) \in \text{App}(\Pi, C, \text{max})\), the set \(\text{App}(\Pi, C)\) contains no tuple \((\rho'_1, \ldots, \rho'_n)\) such that at least one \(\rho_i\) is a submultiset of \(\rho'_i\), for \(1 \leq i \leq n\).

A very interesting derivation mode (considered in a detailed way in [3]) is the following one.

Example 12. The set-maximally parallel mode \textit{smax} only allows tuples of multisets containing at most one instance of any rule. Formally, for any tuple \((\rho_1, \ldots, \rho_n) \in \text{App}(\Pi, C, \text{smax})\), it must hold that \(|\rho_i| \leq 1\) for any rule \(r\) in membrane \(i\), \(1 \leq i \leq n\).

Finally, we show several more derivation modes which we use later.

Example 13. The \(\text{max} \geq k\) mode only allows tuples of multisets which contain at least \(k\) rules. That is, for any tuple \((\rho_1, \ldots, \rho_n) \in \text{App}(\Pi, C, \text{max} \geq k)\), it must hold that \(|\rho_i| \geq k\), for all \(1 \leq i \leq k\).

Example 14. Suppose that the sets of rules \(R_i\) associated with membranes \(i\) of \(\Pi\), \(1 \leq i \leq n\), are equipped with total orders \(\preceq_i\), and consider the mode \textit{det} (“the determinator”) which only allows tuples of singleton multisets of rules, which are also minimal with respect to the corresponding order. Formally, for any tuple \((\rho_1, \ldots, \rho_n) \in \text{App}(\Pi, C, \text{det})\), it must hold that \(|\rho_i| \leq 1\) and, for any other tuple of singleton multisets \((\rho'_1, \ldots, \rho'_n) \in \text{App}(\Pi, C)\), it holds that \(r_i \preceq_i r'_i\), where \(\rho_i = r_i\), \(\rho'_i = r'_i\), and \(1 \leq i \leq n\).

Note that, according to this definition, \(\text{App}(\Pi, C, \text{det})\) is either empty (if \(\text{App}(\Pi, C)\) is empty) or a singleton set, which justifies the informal name “the determinator”.

Finally, an extreme example of an evolution mode.

Example 15. The empty evolution mode \(\emptyset\) is the evolution mode disallowing any rule applications: \(\text{App}(\Pi, C, \emptyset) = \emptyset\).

6.2 Freeness with Respect to a Family of Modes

Consider an \(O\)-rewriting P system \(\Pi\) and the family of evolution modes \(\Theta\). We say that \(\Pi\) is \(\Theta\)-mode-free if there exists a language \(L \subseteq O\) such that \(L = L(\Pi, \emptyset)\), for all \(\emptyset \in \Theta\). We use the notation \(pL_{\text{gen}}(O, \Theta)\) to refer to the family of languages over \(O\) generated by \(\Theta\)-mode-free \(O\)-rewriting P systems. We replace the subscript \text{gen} by \text{acc} to refer to the family of languages accepted by \(\Theta\)-mode-free \(O\)-rewriting P systems.
It turns out that the idea mode-freeness has already been indirectly invoked in
the literature. Indeed, the constructions from the paper [3] that literally hold for
the modes \( \text{max} \) and \( \text{smax} \) are \{\text{max},\text{smax}\}-mode free.

We start our discussion of more general kinds of mode-freeness by remarking
that mode-freeness with respect to the family of all modes (denoted by \( \Theta_U \)) is a
very restrictive condition filtering out non-trivial behaviour.

Proposition 5. Consider the family of all derivation modes \( \Theta_U \). Then the follow-
ing statements hold:

- \( pL_{\text{gen}}(O,\Theta_U) \) only contains \( \emptyset \) and singleton languages,
- \( pL_{\text{acc}}(O,\Theta_U) = 2^O \), where \( 2^O \) is the set of all subsets of \( O \), but all computation
  is done by the procedure extracting the result from the output object.

Proof. Consider the \( \Theta_U \)-mode free \( O \)-rewriting \( \Pi \) system \( \Pi \). Since \( \Pi \) should yield
the same language under any mode, it is sufficient to investigate its behaviour
under the empty mode \( \emptyset \). Under this mode, \( \Pi \) never evolves.

For generation, this means that the result is computed from the initial object
placed in the output membrane, which, depending on the procedure for extracting
the result, may yield a singleton language or the empty language (e.g., in the case
in which the initial object in the output membrane has no corresponding terminal
projection).

Suppose now that \( \Pi \) is an acceptor. We will consider the following cases.

- If \( \Pi \) accepts by halting, it accepts any object because it halts immediately:
  \( L_{\text{acc}}(\Pi) = O \).
- Suppose \( \Pi \) accepts by placing an object of a specific form into the output
  membrane.
  - If the output membrane of \( \Pi \) is different from its input membrane and
    the initial object placed into the output membrane does not satisfy the
    acceptance criterion, then \( \Pi \) rejects all inputs: \( L_{\text{acc}}(\Pi) = \emptyset \).
  - If the output membrane of \( \Pi \) is the same as its input membrane, then \( \Pi \)
    will accept those inputs objects which satisfy the acceptance criterion for
    output objects. Therefore \( \Pi \) can be made to accept any subset of \( O \) by
    varying its acceptance criterion.

These observations conclude the proof.

To avoid trivial results, we assume in what follows that the procedure for
extracting the result out of the output object is reasonably simple.

As we have just seen, \( \Theta_U \)-mode-freeness is a very strong restriction. We will now
consider an important subfamily of \( \Theta_U \): non-denying modes. Given a \( \Pi \) system \( \Pi \),
a mode \( \vartheta \) is non-denying if, for any configuration \( C \) of \( \Pi \), \( \text{Appl}(\Pi,C) \neq \emptyset \)
implies that \( \text{Appl}(\Pi,C,\vartheta) \neq \emptyset \). The mode is called denying otherwise. We will use the
notation \( \Theta_{\sim\text{deny}} \) to refer to the subfamily of non-denying modes.
Example 16. The derivation modes \( \text{asyn}, \text{sequ}, \text{max}, \text{smax}, \text{and} \text{det} \) are non-denying. The derivations modes \( \text{max}_{\leq k} \) and \( \emptyset \) are denying modes.

Mode-freeness with respect to non-denying modes turns out to be a much more interesting property than \( \Theta_U \)-mode-freeness. In the generative case, \( \Theta_{\sim \text{deny}} \)-mode-freeness yields \( P \) systems generating singleton languages and the empty language. (Note that \( \Theta_U \)-mode-free \( P \) systems can achieve the same behaviour only by playing on the procedure for extracting the result out of the output object.)

**Proposition 6.** \( pL_{\text{gen}}(O, \Theta_{\sim \text{deny}}) \) only contains \( \emptyset \) and singleton languages.

**Proof.** Consider a \( \Theta_{\sim \text{deny}} \)-mode-free \( P \) system \( \Pi \). Since \( \Pi \) should generate the same language under any non-denying mode, we can investigate its behaviour under “the determinator” mode \( \text{det} \). Under this mode, \( \Pi \) evolves sequentially and deterministically. This means that it can either generate a singleton language, or the empty language in case it never halts or generates an output object without a terminal projection.

The situation changes drastically in the accepting case: indeed, deterministic acceptor \( P \) systems simulating deterministic register machines exist (e.g., [4, Theorem 2]). We nevertheless sketch a simple construction here.

**Theorem 5.** Given an alphabet \( V \) and the set of recursively enumerable multiset languages \( \text{RE} \subset V^\circ \), the following holds: \( pL_{\text{acc}}(V^\circ, \Theta_{\sim \text{deny}}) = \text{RE} \).

**Proof (Sketch).** Consider the one-membrane multiset-rewriting \( P \) system \( \Pi \) simulating a deterministic register machine \( M \). \( \Pi \) uses cooperation and inhibitors. For every instruction \( p : (A(r), q) \) incrementing register \( r \) and going from state \( p \) to state \( q \), \( \Pi \) has a rule \( p \rightarrow qr \). For every instruction \( p : (S(r), q, z) \) checking register \( r \) for zero in state \( p \), decrementing \( r \) and moving into state \( q \), or moving into state \( z \) if the decrement is not possible, \( \Pi \) includes the rule \( p r \rightarrow q \) to ensure the decrement and the rule \( p \rightarrow z | \neg r \) for the zero check.

Two properties follow from this construction sketch:

- \( \Pi \) correctly simulates the computations of \( M \),
- exactly one rule is applicable in any evolution step of \( \Pi \), which means that \( \Pi \) is sequential and deterministic.

The second property implies that, if we take \( L = L_{\text{acc}}(\Pi, \text{det}) \), then \( L = L_{\text{acc}}(\Pi, \emptyset) \) for any non-denying derivation mode \( \emptyset \in \Theta_{\sim \text{deny}} \), i.e., \( \Pi \) is \( \Theta_{\sim \text{deny}} \)-mode-free. The fact that we can perform this construction for any register machine \( M \) implies the statement of the theorem.

The two previous statements highlight a huge gap between the generating and the accepting cases under mode-freeness with respect to non-denying modes: mode-free generation only produces trivial languages, while mode-free acceptance is computationally complete.

The construction in Theorem 5 allows us to derive a sufficient criterion for mode-freeness with respect to non-denying modes.
Theorem 6. If a P system $\Pi$ is deterministic under the evolution mode $\text{asyn}$ in any reachable configuration, then it is $\Theta_{\text{deny}}$-mode-free.

Proof. For $\Pi$ to be deterministic under $\text{asyn}$ means that, for any reachable configuration $C$, the set $\text{Appl}(\Pi, C, \text{asyn})$ is a singleton set. This only happens when at most one rule is applicable to $C$ in the whole system. The effect of all non-denying modes on $\Pi$ will therefore be the same: apply the only applicable rule (if there exists one), or halt if no more rules are applicable anywhere. This observation implies that $\Pi$ is $\Theta_{\text{deny}}$-mode-free.

The converse statement is not necessarily true in general: for example, a multiset-rewriting P system whose only behaviour consists in erasing all the symbols in the input one by one will be able to behave similarly under any non-denying mode. We do expect the converse statement to be true for “reasonable” P systems, however.

Conjecture 1. Any computationally universal $\Theta_{\text{deny}}$-mode-free P system is deterministic under $\text{asyn}$ in any of its reachable configurations.

We recall that being computationally universal means being capable to “run any program”. More concretely, a P system is computationally universal if it can simulate a universal register machine. We refer the reader to [12] for comprehensive explanations.

7 Clock-freeness versus Mode-freeness

In this section we start a discussion about the relationship between clock- and mode-freeness. Despite their different origins, the two freeness properties exhibit a number of similarities. Consider, for example, the sketch of the $\Theta_{\text{deny}}$-mode-free P system simulating an arbitrary register machine from Theorem 5. This system is trivially clock-free because at most one rule can be applied at any time. Furthermore, we can reformulate the criterion from Theorem 6 for the clock-free case in the following way.

Theorem 7. If a P system $\Pi$ is deterministic under the evolution mode $\text{asyn}$ in any reachable configuration, then it is clock-free.

Proof. By the same arguments as in the proof of Theorem 6, we conclude that a P system $\Pi$ with the required properties may only apply at most one rule at any step, which trivially implies clock-freeness.

In case Conjecture 1 is true, being $\Theta_{\text{deny}}$-mode-free is equivalent to being deterministic under the mode $\text{asyn}$ for computationally universal P systems. This allows us to formulate the following derived hypothesis.

Conjecture 2 (assuming Conjecture 1). Any computationally universal $\Theta_{\text{deny}}$-mode-free P system is also clock-free.
The two statements we have formulated in this section reveal parts of a strong relationship between clock- and mode-freeness. In particular, the previous conjecture warrants wondering whether any clock-free P system is also $\Theta_{\neg \text{deny}}$-mode-free. The following example and the associated propositions allow us to answer this question in the negative.

**Example 17.** Consider a register machine $M$ and construct a one-membrane multiset rewriting P system $\Pi_M$ in the following way.

- For every instruction $p : (A(r), q, q')$ which increments register $r$ and nondeterministically moves from state $p$ to either state $q$ or $q'$, add the rules $p \rightarrow qr$ and $p \rightarrow q'r$ to $\Pi_M$.
- For every instruction $p : (S(r), q, z)$ decrementing $r$ and moving into state $q$, or moving into state $z$ if the decrement is not possible, add the following rules to $\Pi_M$:
  
  \begin{align*}
  p &\rightarrow p'r \\
  p' &\rightarrow p'' \\
  p'r &\rightarrow d_r \\
  p''r &\rightarrow z \\
  p''d_r &\rightarrow q
  \end{align*}

$\Pi_M$ operates under the maximally parallel mode, under normal semantics (no timing, finishing strategies, etc.), and simulates the register machine $M$. Simulation of the increment instruction is straightforward. To simulate the decrement, $\Pi_M$ splits the state symbol $p$ into $p'$ and $p_r$. $p_r$ tries to decrement the register $r$ by the rule $p_r \rightarrow d_r$ while $p'$ waits for one step turning into $p''$. Then, if $p''$ finds a $d_r$ (meaning that the register was successfully decremented), the rule $p''d_r \rightarrow q$ is applied; otherwise the rule $p''r \rightarrow z$ is applied ensuring the correct choice between states $q$ and $z$.

**Proposition 7.** $\Pi_M$ operating under the [set-]maximally parallel mode is clock-free (and event-driven).

**Proof.** The only moment at which $\Pi_M$ applies more than one rule is during the simulation of the decrement, when the symbols $p'$ and $p_r$ are produced and the configuration contains an instance of $r$. In this case, $p'$ and $p_r$ are immediately consumed by the applications of the corresponding rules (because $\Pi_M$ operates in the [set-]maximally parallel mode). Note that no rule in $\Pi_M$ is applicable before both $p''$ and $d_r$ are produced, which makes the behaviour of $\Pi_M$ independent of the timings on the individual applications of rules in this branch of the simulation. These observations imply that $\Pi_M$ is clock-free.

**Proposition 8.** $\Pi_M$ is not $\Theta_{\neg \text{deny}}$-mode-free.

**Proof.** As seen in the proof of the previous proposition, $\Pi_M$ operating under the modes $\text{max}$ and $\text{smax}$ simulates the register machine $M$. However, if we fix a total order on the rules of $\Pi_M$ such that $p' \rightarrow p''$ is less than $p_r \rightarrow d_r$, and have $\Pi_M$ operate under “the determinator” mode $\text{det}$, then $\Pi_M$ will never have the chance to apply the rule $p_r \rightarrow d_r$, meaning that $\Pi_M$ will not simulate $M$ any more.
This shows that the language accepted/generated by \( \Pi_M \) is different under two different non-denying modes (\( \max \) and \( \det \)) which implies the statement of the theorem.

**Corollary 2.** There exists a clock-free P system which is not \( \Theta\)-deny-mode-free.

### 8 A Note on the Semantics of Clock-freeness

We would now like to use the instruments we have constituted throughout the paper to point out some issues with the informal introduction of clock-freeness in the original work [14]. These issues appear under derivation modes different from the maximally parallel one—extendable modes—or with rules which have non-monotonous rule applicability semantics. We now define these terms formally.

Given a P system \( \Pi \) and a configuration \( C \) of \( \Pi \), we will call a mode \( \vartheta \) non-extendable if all multisets in \( \text{Appl}(\Pi, C, \vartheta) \) are non-extendable, i.e., for any \( \rho \in \text{Appl}(\Pi, C, \vartheta) \), there exists no \( \rho' \in \text{Appl}(\Pi, C) \) such that \( \rho \) is a submultiset of \( \rho' \). If \( \vartheta \) is not non-extendable, it is called extendable.

**Example 18.** The maximally parallel mode is by definition a non-extendable mode, but any other mode \( \vartheta \) such that \( \text{Appl}(\Pi, C, \vartheta) \subseteq \text{Appl}(\Pi, C, \max) \) is non-extendable as well.

Given a parallel rewriting framework \( \mathcal{F} = (O, R, \text{apply}_-, \text{apply}_+) \) and a partial order relation \( \subseteq \) on \( O \), we say that the rule applicability semantics of \( \mathcal{F} \) is monotonous if, for two objects \( o_1, o_2 \in O \), \( o_1 \subseteq o_2 \) implies that \( \text{Appl}(R, o_1) \subseteq \text{Appl}(R, o_2) \), where \( \text{Appl}(R, o) \) denotes the set of multisets of rules from \( R \) applicable to \( o \).

**Example 19.** The semantics of cooperative multiset rewriting is monotonous: for a fixed set of multiset rewriting rules \( R \) and two multisets \( w_1 \) and \( w_2 \) such that \( w_1 \) is a submultiset of \( w_2 \), at least as many rules are applicable to \( w_2 \) as to \( w_1 \).

The semantics of cooperative multiset rewriting rules with inhibitors is non-monotonous: consider the singleton set of rules \( R = \{ r : a \rightarrow b \} \) and the multisets \( w_1 = a \) and \( w_2 = ac \); \( w_1 \) is a submultiset of \( w_2 \), but \( r \) is only applicable to \( w_1 \) and not to \( w_2 \).

Now consider again the informal definition of clock-free semantics from [14] and take a P system \( \Pi \) with non-monotonous rule applicability semantics. Whenever some rules can be applied, \( \Pi \) has to start their application by “removing their left-hand sides” using \( \text{apply}_- \). However, since the applicability semantics in \( \Pi \) is non-monotonous, this may immediately render more rules applicable. Letting \( \Pi \) continue “removing the left-hand sides” would mean that \( \Pi \) may run parts of the computation which should follow each other at the same moment.

Suppose now that \( \Pi \) works under a mode \( \vartheta \) which is extendable. This means that \( \Pi \) does not have to start all of the rules which are potentially applicable
immediately. Since $\Pi$ does not have a global clock, we do not know when $\Pi$ should consider applying these left-over rules, and if it starts applying them immediately, it would violate the derivation mode $\vartheta$.

The definitions in Subsection 3.2 address both of these issues by declaring that the only time $\Pi$ should start new rule applications is when some (other) rule applications release new products. Another way of handling these problems would be restricting per-instance real timing functions to only take values in a closed interval $[c_0; +\infty) \subseteq \mathbb{R}_+^+$, for some fixed positive constant $c_0 \in \mathbb{R}_+$. Under this restriction, we know that any rule takes at least $c_0$ units of time to finish, which means that $\Pi$ could reconsider applying new rules either when some rule products become available, or $c_0$ units of time after the last pack of rule applications started.

Changing the way in which per-instance timing is defined should give rise to formulations of different event-driven semantics. Indeed, with the restriction described in the previous paragraph, the types of events to which $\Pi$ may react would be extended with the ticks of a “local timer” going off in $c_0$ units of time after each start of some rule applications.

9 Conclusion and Discussion

In this paper we recalled timed, time-free, and clock-free P systems and provided a common framework for the three notions. This framework allows discussing different kinds of timing functions and freeness properties for P systems operating on arbitrary object types allowing for parallel rule application. We also discussed mode-freeness and showed that, even though mode-freeness and clock-freeness express robustness with respect to variations in quite different parameters, mode-free and clock-free P systems exhibit a number of similarities.

Both mode-freeness and clock-freeness as well as the other concepts like in untimed and unclocked P systems seem to offer plenty of possibilities for future research, among which we would like to state the following ones, in no particular order.

1. **Complete Figure 3**: Further investigate the relationship between the freeness properties shown in Figure 3. Find new inclusions, show the (non-)strictness of the known inclusions, consider yet different variations of the timing functions and finishing strategies.

2. **Prove or disprove Conjecture 1**: This conjecture states that any $\Theta_{\text{deny}}$-mode-free P system is asyn-deterministic in any reachable configuration $C$. As shown in Conjecture 2, this could reveal a strong connection between mode-free P systems and clock-free ones.

3. **Other families of modes**: We have only considered two infinite families of evolution modes in detail—the family of all modes $\Theta_U$ and the family of non-denying modes $\Theta_{\text{deny}}$. We showed that the properties of P systems being mode-free with respect to these families are rather unusual (huge gap between the power
of generators and acceptors). Are there other families of modes exhibiting similar properties?

4. **Halting conditions**: In this paper we essentially glossed over halting conditions. Investigating mode-freeness and clock-freeness with respect to different halting conditions may prove interesting. What would freeness with respect to some families of halting conditions mean?

5. **Mode-freeness without inhibitors**: Theorem 5 shows a computationally complete family of $\Theta^{-\text{deny}}$-mode-free P systems. These P systems rely on cooperativity and on inhibitors (as usual, priorities would work just as well). What are the languages accepted by multiset-rewriting $\Theta^{-\text{deny}}$-mode-free P systems without inhibitors?

6. **Different clock-freeness**: As pointed out in Section 8, the intuitive idea of allowing individual rule applications to last for a different amount of time gives rise to multiple possible semantics. Subsection 3.2 describes one of them; exploring other possibilities may prove interesting for applications in modelling.

7. **Un-timed and un-clocked P systems**: Which variants of P systems still remain computationally complete when being considered as un-timed or un-clocked systems?
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Summary. We investigate the relationship of time Petri nets and different variants of membrane systems. First we show that the added feature of “time” in time Petri nets makes it possible to simulate the maximal parallel rule application of membrane systems without introducing maximal parallelism to the Petri net semantics, then we define local time P systems and explore how time Petri nets and the computations of local time P systems can be related.

1 Introduction

There has been several models applied for describing concurrency, communication and synchronization. Two of them are the graph-based model, known later as Petri nets, developed by C. A. Petri [11] and the tree-like model of embedded membranes called membrane or P systems invented by Gh. Păun [9].

Petri nets are state/transition systems: places are often used to contain information representing conditions in the system being modeled while transitions are used to represent events that can occur to modify the conditions. Some of the information, the input of the transition, is required for an event to happen, while some other information, the output of the transition, provides the result of the executed transition: they are the output of the transition. A Petri net is a bipartite graph: arcs point from input places to transitions and from transitions to places storing their outputs.

There may be some situations where the modelling of a system by conditions and events is not completely satisfactory, for example, when the assumption that all the transitions can take place in an arbitrary order does not describe the system correctly. To model the situation when time delay must be taken into account time Petri nets (TPN) were developed. Concerning time Petri nets, several models were elaborated: time was associated with transitions, places or arcs, etc. We consider the approach adopted by Merlin [8] rendering time to transitions. By this
model, to every transition $t$ we associate a closed interval $[a_t, b_t]$ such that $a_t, b_t \in \mathbb{Q}_{\geq 0}$. The transition can fire, if it is enabled and its local time $h(t)$ is such that $a_t \leq h(t) \leq b_t$. We adopt the strong semantics, which means that a transition which is enabled either must be fired at some point of the associated interval or it becomes non enabled by firing of another transition. In general, time Petri nets are more powerful than ordinary Petri nets, since time Petri nets are able to simulate Turing machines while, for ordinary Petri nets, this is not possible.

Membrane systems are parallel, distributed, synchronized models of computation where embedded membranes are organized in a tree like structure and computation takes place simultaneously in the different membranes in the forms of applications of rewriting rules. The rules evolve in a distributed manner: the application of a rule yields elements with labels, so called messages, which prescribe the exact place where the result of the rule application should move to. An element obtained by a rule application can either remain in the actual membrane, permeate to the parent membrane, or enter into one of its child membranes indicated by the rule. We consider here the basic model, that is, a membrane structure without dissolution rules. In addition we associate to each rule a time interval which gives a lower and an upper values for the time instance when the rule can be executed. We found technically simpler to consider every compartment as if a local stopwatch would operate in that compartment, though the same results could be obtained when we defined a global clock for synchronizing computational steps in the whole membrane system. We call our membrane systems local time membrane systems.

In this paper we relate local time membrane systems to time Petri nets such that the image Petri net of a membrane system by this mapping is suitable for answering questions in connection with the membrane system. For example, we can heavily lean on results in the area of time Petri nets concerning questions of reachability, which asks whether a certain configuration of the membrane system can be achieved, or threshold problems, where the question is whether a state can be reached from another in a certain time, or simply finding the paths requiring minimum/maximum time between any two reachable states (see Popova-Zeugmann [14]).

There are several timed models for P systems in the literature (see [3], [4], [1]). The attempts for the simulation, up to the present, seem to take the approach similar to timed Petri nets ([6], [1], [2]), where certain values, the delay values, are assigned to rules. This means that the result of a rule application can appear only after that delay assuming a global clock synchronizes the computation of the system. Our model resembles much to that of time Petri nets: an interval is assigned to every rule and a clock local to each compartment synchronizes when the rule can be executed. A computational step is governed by a global clock: only when all membranes finish their action can a new step take place.
2 Membrane systems

First of all, we discuss some terminology used in the sequel. A finite multiset over an alphabet $V$ is a mapping $M: V \rightarrow \mathbb{N}$ where $\mathbb{N}$ is the set of non-negative integers, and $M(a)$ for $a \in V$ is said to be the multiplicity of $a$ in $V$. We say that $M_1 \subseteq M_2$ if for all $a \in V$, $M_1(a) \leq M_2(a)$. The union or sum of two multisets over $V$ is defined as $(M_1 + M_2)(a) = M_1(a) + M_2(a)$, the difference is defined for $M_2 \subseteq M_1$ as $(M_1 - M_2)(a) = M_1(a) - M_2(a)$ for all $a \in V$. The multiset $M$ can also be represented by any permutation of a string $w = a_1^{M(a_1)}a_2^{M(a_2)}\ldots a_n^{M(a_n)} \in V^*$, where if $M(x) \neq 0$, then there exists $j$, $1 \leq j \leq n$, such that $x = a_j$. The set of all finite multisets over an alphabet $V$ is denoted by $\mathcal{M}(V)$, the empty multiset is denoted by $\emptyset$ as in the case of the empty set.

A membrane system, or P system, is a tree-like structure of hierarchically arranged membranes embedded in the skin membrane as the outermost part of the system. Each region is delimited by a surrounding membrane, they can be arranged in a tree (cell-like [9]) structure or in a graph form (tissue-like [7] or neural-like [5]). In this paper we use the so-called symbol-object P systems [9] without dissolution, that is, each membrane has a label and enclosing a region containing a multiset of objects and rules and possibly some other membranes.

The unique outer-most membrane is called the skin membrane. We assume the membranes are labelled by natural numbers $\{1, \ldots, n\}$, and we use the notation $m_i$ for the membrane with label $i$. Each membrane $m_i$, except for the skin membrane, has its parent membrane, which we denote by $\mu(m_i)$. As an abuse of notation we use $\mu$ both for the parent function and both for denoting the structure of the membrane system itself.

The contents of the regions of a P system evolve through rules associated with the regions. The computation of a P system is a locally asynchronous globally synchronous process: each multiset of objects in a region is formed locally by the rules attached to the regions, while a computational step of the whole system is a macro step: it finishes when all of the regions have finished their actions. In the variant we consider in this paper, the rules are multiset rewriting rules given in the form of $u \rightarrow v$ where $u, v$ are multisets, and they are applied in a maximal parallel manner, that is, a region finishes its computation when no more rules can be applied in that computational step. In fact, the computational steps in the regions consist of two parts: first the rule application part and then comes a communication part where all the objects with labels find their correct places. The end of the computation of the system is defined by the following halting condition: a P system halts when no more rules can be applied in any of the regions; the result is a number, or a tuple of natural numbers- the number of certain objects in a membrane labelled as output.

Definition 1. A P system of degree $n \geq 1$ is $\Pi = (O, \mu, w_1, \ldots, w_n, R_1, \ldots, R_n)$ where

- $O$ is an alphabet of objects,
- $\mu$ is a membrane structure of $n$ membranes,
- $w_i \in \mathcal{M}(O), 1 \leq i \leq n$, are the initial contents of the $n$ regions,
- $R_i, 1 \leq i \leq n$, are the sets of evolution rules associated with the regions; they are of the form $u \rightarrow v$ where $u \in \mathcal{M}(O)$ and $v \in \mathcal{M}(O \times tar)$ where

\[
tar = \{\text{here, out} \} \cup \{\text{in}_j | 1 \leq j \leq n\}.
\]

Unless otherwise stated we consider the $n$-th membrane as the output membrane. A configuration is the sequence $W = (w_1, \ldots, w_n)$ where $w_k$ are the multi-set contents of membrane $m_k$ ($1 \leq k \leq n$). Let $R = R_1 \cup R_2 \cup \cdots \cup R_n$, where $R_i = \{r_{i1}, \ldots, r_{ik_i}\}$ is the set of rules corresponding to membrane $m_i$. The application of $u \rightarrow v \in R_i$ in the region $i$ means to remove the objects of $u$ from $w_i$ and to add the new objects specified by $v$ to the system. The rule application in each region takes place in a non-deterministic and maximally parallel manner. This means that the rule application phase finishes, if no rule can be applied anymore in any region. As a result, each region where rule applications took place, is possibly supplied with elements of the set $O \times \text{tar}$. We call a configuration which is a multiset over $O \cup O \times \text{tar}$ an intermediate configuration. If we want to emphasize that $W = (w_1, \ldots, w_n)$ consists of multisets over $O$, we say that $W$ is a proper configuration. Rule applications can be preceded by priority check, if priority relations are present. Let $\rho_i \subseteq R_i \times R_i, 1 \leq i \leq n$ be the (possibly empty) priority relations. Then $r \in R_i$ is applicable only if no $r' \in R_i$ can be applied with $(r', r) \in \rho_i$. We may also denote the relation $(r', r) \in \rho_i$ by $r' \succ r$. Priority relations will be mentioned only in Remark 2.

In the next phase the elements coming from the right hand sides of the rules of region $i$ should be added to the regions as specified by the target indicators associated with them. If $\text{rhs}(r)$ contains a pair $(a, \text{here}) \in V \times \text{tar}$, then $a$ remains in region $i$, this is the region where the rule is applied. If $\text{rhs}(r)$ contains $(a, \text{out}) \in V \times \text{tar}$, then $a$ is added to the parent region of region $i$. In our membrane systems we assume that the results are formed in a designated membrane, the output membrane, of the system. Unless otherwise stated, we consider $m_n$ as the output membrane of the system. If $\text{rhs}(r)$ contains $(a, \text{in}_j) \in V \times \text{tar}$ for some region $j$, then $a$ is added to the contents of region $j$. In the latter case $\mu(m_j) = m_i$ holds.

3 The Petri net model

By defining a time dependent Petri net model we followed the definition proposed by Popova-Zeugmann [12] and chose a model rendering time intervals to transitions along the original concept of Merlin [8]. First of all, we define the notion of untimed Petri net and then extend this concept to the timed version.

**Definition 2.** A Petri net is a tuple $U = (P, T, F, V, m_0)$ such that

\begin{enumerate}
  \item $P$, $T$, $F$ are finite, where $P \cap T = \emptyset$, $P \cup T \neq \emptyset$ and $F \subseteq (P \times T) \cup (T \times P)$,
  \item $V : F \rightarrow \mathbb{N}_{>0}$,
  \item $m_0 : P \rightarrow \mathbb{N}$.
\end{enumerate}
The elements of $P$ are called places and the elements of $T$ are called transitions. The elements of $F$ are the arcs and $F$ is the flow relation of $U$. The function $V$ is the multiplicity (weight) of the arcs and $m_0$ is the initial marking. We may occasionally omit the initial marking and simply refer to a Petri net as the tuple $U = (P, T, F, V)$. We stipulate that, for every transition $t$, there is a place $p$ such that $V(p,t) \neq 0$.

In general, a marking is a function $m : P \rightarrow \mathbb{N}$. Let $x \in P$ or $x \in T$. The pre- and postsets of $x$, denoted by $\cdot x$ and $x^\cdot$, respectively, are defined as $\cdot x = \{y \mid (y, x) \in F\}$ and $x^\cdot = \{y \mid (x, y) \in F\}$. Each arc has an incoming and outcoming multiplicity denoted as follows:

**Definition 3.** Let $t$ be a transition. We define below two markings, $t^-$ and $t^+$, as multisets of places, which govern when a transition can be fired and how many tokens are added to the place $p$ upon firing the transition, respectively.

$$t^-(p) = \begin{cases} V(p,t), & \text{if } (p,t) \in F; \\ 0, & \text{otherwise} \end{cases} \quad t^+(p) = \begin{cases} V(t,p), & \text{if } (t,p) \in F; \\ 0, & \text{otherwise} \end{cases}$$

A transition is said to be enabled, if $t^- (p) \leq m(p)$ for all $p \in P$. Applying the notation $\triangle t = t^+ - t^-$, we are able to define a firing of the Petri net $U = (P, T, F, V)$.

**Definition 4.** Let $U = (P, T, F, V, m_0)$ be a Petri net and let $m$ be a marking in $U$. A transition $t \in T$ can fire in $m$ (notation: $m \rightarrow^t$), if $t$ is enabled in $m$. After the firing of $t$, the Petri net will obtain the new marking $m'$, where

$$m' = m + \triangle t.$$

Notation: $m \rightarrow^t m'$.

We obtain time Petri nets, if we add to the Petri net model information about time attached to transitions. Intuitively, the time associated to a transition will denote the last time when the transition or a transition with common preplace was fired. Though the definitions could be extended to unbounded time intervals also, we are concerned with bounded time intervals this time.

**Definition 5.** A time Petri net (TPN) is a 6-tuple $N = (P, T, F, V, m_0, I)$ such that

1. the 5-tuple $S(N) = (P, T, F, V, m_0)$ is a Petri net,
2. $I : T \rightarrow \mathbb{Q}_{\geq 0} \times \mathbb{Q}_{\geq 0}$ and, for each $t \in T$, $I(t)_1 \leq I(t)_2$ holds, where $I(t) = [I(t)_1, I(t)_2]$.

We call $I(t)_1$ and $I(t)_2$ earliest and latest firing times belonging to $t$, respectively. Notation: $eft(t), lft(t)$.

A function $m : P \rightarrow \mathbb{N}$ is called a $p$-marking of $N$. Observe that talking about a $p$-marking of $N$ is the same as talking about a marking of $S(N)$, where $S(N)$ is called the skeleton of $N$ and, roughly speaking, it is the untimed Petri net obtained from $N$ by omitting every reference to time.
**Definition 6.** 1. A transition marking (or \( t \)-marking) is a function \( h : T \to \mathbb{R}_{\geq 0} \cup \{\#\} \).

2. Let \( N = (P,T,F,V,m_o,I) \) be a time Petri net, \( m \) a \( p \)-marking and \( h \) a \( t \)-marking in \( N \). A state in \( N \) is a pair \( u := (m,h) \) such that
   a) \( (\forall t \in T)(t^- \not\subseteq m \Rightarrow h(t) = \#) \),
   b) \( (\forall t \in T)(t^- \subseteq m \Rightarrow h(t) \in \mathbb{R}_{\geq 0} \land h(t) \leq lft(t)) \).

The initial state is the pair \( u_0 = (m_0,h_0) \), where \( m_0 \) is the initial marking and
\[
h_0(t) = \begin{cases} 0, & \text{if } t^- \leq m_0, \\ \# & \text{otherwise} \end{cases}.
\]

**Definition 7.** A transition \( t \) is ready to fire in state \( u = (m,h) \) (in notation: \( u \rightarrow_t \)), if \( t \) is enabled and \( eft(t) \leq h(t) \).

We define the result of the firing of a transition that is ready to fire.

**Definition 8.** Let \( t \) be a transition and \( u = (m,h) \) be a state such that \( u \rightarrow_t^t \).
Then the result of the firing of \( t \) is a new state \( u' = (m',h') \), such that \( m' = m + \triangle t \) and
\[
h'(\hat{t}) = \begin{cases} h(\hat{t}), & \text{if } \hat{t}^- \leq m, \hat{t}^- \leq m' \text{ and } \bullet \hat{t} \cap \bullet t = \emptyset \text{ or } t = \hat{t}, \\ \# & \text{if } \hat{t}^- \not\subseteq m', \\ 0 & \text{otherwise}. \end{cases}
\]

In words, the firing of a transition has multiple effects. First of all, it changes the \( t \)-marking of the system as it is customary by simple Petri nets. Moreover, the time values attached to the transitions may also change. If \( \hat{t} \) was enabled before the firing of transition \( t \) and \( \hat{t} \) remains enabled after the firing, moreover \( \hat{t} \) has no common preplace with the transition which has just been fired, then the value \( h(\hat{t}) \) for \( \hat{t} \) remains unchanged. The value \( h(\hat{t}) \) remains the same even if \( \hat{t} = t \). If \( \hat{t} \) is newly enabled with the firing of transition \( t \) or \( \hat{t} \) has common preplace with \( t \) and \( \hat{t} \) differs from \( t \), then we have \( h(\hat{t}) = 0 \). If \( \hat{t} \) is not enabled after firing of transition \( t \), then \( h(\hat{t}) = \# \).

Observe that we adopt a stronger condition for \( h \) to preserve the value for a transition \( \hat{t} \) upon firing with transition \( t \). We are not content with the fact that \( \hat{t} \) should be newly enabled in order to have \( h(\hat{t}) = 0 \) in the subsequent computational step, but we also demand that \( t \) and \( \hat{t} \) should not have common preplaces. To ensure multiple executions of the same transition, if \( \hat{t} = t \), then \( h(\hat{t}) \) retains its value after the firing step.

Besides the firing of a transition there is another possibility for a state to alter, and this is the time delay step.

**Definition 9.** Let \( t \) be a transition and \( u = (m,h) \) be a state and \( \tau \in \mathbb{R}^+ \). Then elapsing of time with \( \tau \) is possible for the state \( u \) (in notation: \( u \longrightarrow^\tau \)), if for all \( t \in T \), \( h(t) \neq \# \) implies \( h(t) + \tau \leq lft(t) \). Then the result of the elapsing of time by \( \tau \) is defined as follows: \( u \longrightarrow^\tau u' = (m',h') \), where \( m = m' \) and
\[
h'(\hat{t}) = \begin{cases} h(\hat{t}) + \tau, & \text{if } \hat{t}^- \leq m' \text{ for an arbitrary } \hat{t} \in T, \\ \# & \text{otherwise}. \end{cases}
\]
Observe that the definition of the result of a time elapse ensures that we are not able to skip a transition when it is enabled: a transition cannot be made not enabled by a time jump. Finally, we define the notion of a feasible run in a time Petri net.

**Definition 10.** Let $N = (P,T,F,V,m_{0},I)$ be a time Petri net, assume $\sigma = t_{1}\ldots t_{n}$ is a sequence of transitions and $\tau = \tau_{0}\tau_{1}\ldots \tau_{n}$ ($\tau_{i} \in \mathbb{R}_{\geq 0}$) be a sequence of times. Then $\sigma(\tau)_{\tau_{0}}t_{1}\tau_{1}\ldots t_{n}\tau_{n}$ is called a run. $\sigma(\tau)$ is a feasible run, if there are states $s = (m,h)$ and $s' = (m',h')$ such that $s \xrightarrow{\sigma_{\tau}(\tau)} s'$. We may omit the argument $\tau$ from $\sigma(\tau)$ if it is clear from the context.

Obviously, classic Petri nets can be obtained when $h(t) = [0,0]$ for every transition and no time delay step is ever made.

### 4 Relating the Petri net model to the membrane system

First, we show how to establish a correspondence between the P system model without time and the model of time Petri nets. As the first step we give the underlying structure of the Petri net associated to a membrane system. The correspondence described below seems to have appeared first by Kleijn, Koutny and Rozenberg [6]. They define the correspondence by limiting the results of the Petri net computations only to those which can be obtained by a sequence of maximal parallel or maximally enabled transition steps. A step is a multiset of transitions and a transition is maximally enabled, if it is enabled and is not a proper subset of an enabled step. They establish a close correspondence between Petri nets with maximally enabled (max enabled) steps and membrane systems. Moreover, other semantics like locally enabled steps or minimal enabled steps could be considered.

In this case we preserve the original semantics for Petri nets: the fireable transitions can be executed in any order. This involves that we have to make essential use of the timed model, since ordinary Petri net model is not Turing complete in contrast to the general membrane system.

**Definition 11.** Let $\Pi = (O,\mu,w_{1},\ldots,w_{n},R_{1},\ldots,R_{n})$ be a membrane system. Then we define the following places and transitions for the Petri net.

1. $P = P_{0} \cup P^{*}_{0} \cup \{st_{o},st_{e},sem\}$, where $P_{0} = V \times \{1,\ldots,k\}$ and $P^{*}_{0} = V^{*} \times \{1,\ldots,k\}$. We set $m_{0}(p) = w_{j}(a)$ for every place $p = (a,j)$. Intuitively, the places $V \times \{1,\ldots,k\}$ correspond to the objects of $V$ labelled by the indexes of the membranes and the places in $V^{*} \times \{1,\ldots,k\}$ correspond to the objects on the right hand sides of $R_{i}$ ($1 \leq i \leq n$) labelled by messages. The places $st_{e},st_{o},sem$ are additional places which serve for the synchronization of the Petri net model.

2. $T = T_{0} \cup T^{*}_{0} \cup \{t_{o},t_{e},t_{sem}^{1},t_{sem}^{2}\}$, where the sets of transitions $T_{0}$ and $T^{*}_{0}$ are detailed in the subsequent parts of the definition and $\{t_{o},t_{e},t_{sem}^{1},t_{sem}^{2}\}$ are auxiliary transitions to be specified later. Let $r_{l} \in R_{i}$, where $l \in \{1,\ldots,m_{i}\}$. 

Then let \( t_i^1 \) denote the transition corresponding to \( r_i \) and \( T_0 = \{ t_i^1 \mid 1 \leq i \leq n, 1 \leq l \leq k_i \} \). A transition \( t_i^1 \) connects elements of \( P_0 \) to \( P_*^n \): if \( p = (a, j) \), then \( V(p, t_i^1) = \text{lhs}(r_i)(a) \), if \( i = j \), and \( V(p, t_i^1) = 0 \) otherwise. Furthermore, if \( p^* = (a^*, j), \ V(t_i^1, p^*) = \text{rhs}(r_i)(a), \) if \( i = j \), \( V(t_i^1, p^*) = \text{rhs}(r_i)(a, \text{out}), \) if \( j = \text{parent}(i) \) and \( V(t_i^1, p^*) = \text{rhs}(r_i)(a, \text{in_j}), \) if \( i = \text{parent}(j) \), and \( V(t_i^1, p^*) = 0 \) otherwise. Likewise, \( T_0^* = \{ s_j^i \mid 1 \leq i \leq k, 1 \leq j \leq n \} \) are such that \( \text{ commitment } \{ (s_j^i) \mid 1 \leq i \leq k, 1 \leq j \leq n \} = P_0 \), \( \{ (s_j^i)^* \mid 1 \leq i \leq k, 1 \leq j \leq n \} = P_0 \), and, if \( a_i \in O \) and \( 1 \leq j \leq n \), then \( p^* = (a_i, j)^* \) and \( V(p^*, s_j^i) = V(s_j^i, (a_i, j)) = 1 \) and all the other values are 0. The transitions \( t_{s_{sem}}^1 \) and \( t_{s_{sem}}^2 \), belonging to the semaphore, will be treated in the section.

3. The intervals belonging to the elements of \( T = T_0 \cup T_* \) are \([0, 0]\), the transitions aiming for the synchronization have various time intervals to be specified later.

In words, we simulate the rule \( r_i \in R_i \) with transition \( t_i^1 \) such that the weights of the arcs reflect the multiplicities of the elements in compartment \( i \), and the transitions \( s_j^i \) ensure the correct reordering of the elements with messages when the rewriting phase is finished. If we term the rule application phase as the odd and the communication phase as the even part of the operation, we obtain two Petri nets for the subsequent phases of the simulation, which are illustrated in Figures 1 and 2. A little more detailed, the complete Petri net acts as follows. The two main sets for the places correspond to the objects of the membrane system. If \( a_i \in V \) has \( k_i \) occurrences in \( m_i \), then, for \( p = (a_i, j) \), \( m(p) = k_i \). Likewise, assume at the end of a rule application phase we have \( k'_i \) occurrences of \( (a_i, \text{here}) \) in \( m_j \), and \( k''_i \) occurrences of \( (a_i, \text{out}) \) in \( m_i \), where \( j = \text{parent}(l) \) and \( k''_i \) copies of \( (a_i, \text{in_j}) \) for \( l = \text{parent}(j) \), then \( m(p^*) = k'_i + k''_i + k''_n \), where \( p^* = (a_i, j)^* \). At the rule application phase the element \( s_{t_o} \) controls the process: if there are any transitions that are enabled, then they are executed. Otherwise a time elapse is applied and a token from \( s_{t_o} \) is passed over to \( sem \) at time 1. The situation is similar with the communication phase: if every element has found its correct place, then no more transition \( s_i^j \) is possible and \( s_{t_e} \) gives control to \( sem \) by passing a token to \( sem \) at time instance 1.

We ensure the globally asynchronous locally synchronous character of the membrane system for the Petri net by defining a semaphore which governs the distinct groups of membrane transitions, like rewriting phase, where objects are replaced in accordance with rewriting rules, or communication phase, where objects labelled with tags \( \text{ in_j, here, out } \) find their correct places.

In what follows we define the timed part of the Petri net that provides the synchronization.

Assume the semaphore is denoted by the tuple \( \text{Sem} = (\{ \text{sem} \}, R, F_{\text{sem}}, V_{\text{sem}}, I) \).

In some sense the semaphore divides the rule application and communication parts of the operation of the P system. The place \( sem \) of the semaphore is the place where this choice takes place. The place \( sem \) obtains either one or two tokens.
Fig. 1. The Petri net simulating the rule application part of a membrane computational step.

Fig. 2. The Petri net simulating the communication part of a membrane computational step.
If the odd phase is finished, then the semaphore obtains 2 tokens and otherwise, from the even phase, it obtains 1. One of the transitions require 2 tokens with time interval \([0,0]\) - this transitions leads to \(st_e\), and the other one requires 1 token with time interval \([0,0]\). The latter transition points to \(st_o\). This means that two tokens enable the semaphore to activate the even phase, on the other hand, if at the end of the even phase it receives back only one token, then, after a time jump of 1, only the odd phase can be activated. We illustrate the semaphore in Figure 3.

![Semaphore Diagram](image)

**Fig. 3.** The semaphore for the Petri nets.

By this, we have simulated a membrane system with a time Petri net such that in the Petri net model no restriction on the transitions is made: every transition which is ready to fire can be fired in any order. We summarize the above considerations in the following theorem.

**Theorem 1.** Let \(\Pi = (O, \mu, w_1, \ldots, w_m, R_1, \ldots, R_n)\) be a membrane system. Then there exists a time Petri net \(N = (P, T, F, V, m_0, I)\) defined as in Definition 11 such that, for any computational sequence \(W\) of \(\Pi\) yielding an output, there exists a feasible run of \(N\) yielding the same output as \(W\).

We remark that, by keeping the core construction, it is not difficult to adjust the Petri net model so that it is able to simulate membrane systems defined with semantics other than the maximal parallel semantics. As a short remark, we consider lmax-parallelism (or locally max-enabledness) that was treated by Koutny and Kleijn and Rozenberg [6]. A computational step is lmax-parallel in a membrane system, if, for every membrane, the rules of the compartment are executed in a maximally parallel manner, or no rule of that membrane is executed at all in that computational step. To handle lmax-parallelism, Koutny and Kleijn and Rozenberg introduced localities for a Petri net. We define the notion of Petri nets with localities in accordance with the definition of Koutny and Kleijn and Rozenberg [6].
**Definition 12.** A Petri net with localities (in short PNL) is a tuple
\[ NL = (P, T, V, D, m_0) \]
where \( P, T, V \) and \( m_0 \) are as defined by the base model and \( D : T \rightarrow \mathbb{N} \) is a locality mapping. As in the original model, we assume that, for every transition \( t \) there is a place \( p \) such that \( V(p, t) \neq 0 \).

The reason for introducing localities in [6] was the intention of simulating computation distributed to compartments in a membrane system. In the language of Petri nets with localities this is achieved when we define a computational step \( U \) as a multiset of transitions so that \( t \in D(U) \) implies that \( U \) is maximal with respect to the transitions with \( D(t) = l \). In our timed model we achieve \( l \) maximal parallelism by inserting a nondeterministic choice at the beginning of every odd round: either a maximal parallel computational step is simulated concerning region \( l \), or no computation takes place with respect to that region in the underlying computational step. We omit the details.

As a final remark, we stress out that our simulating Petri net works in a one-step manner in contrast to the model defined by Kleijn, Koutny and Rozenberg [6]. This means that exploring the state space seems to be an easier task by this model- there is no need to maintain a huge stack for keeping track of the possible successors of the present state obtained by a maximal parallel step. Hence, from the practical point of view using a time Petri net model for a membrane system seems to be promising.

## 5 Local time membrane systems

In this section we associate time to the rules of P systems and present a translation from local time P systems into time Petri nets such that the durations of the membrane computational steps can be estimated with the elapsed time in the computation of the time Petri net. This allows us to formulate several properties of local time membrane systems based on the well developed theory of time Petri nets. In the first part of the section we formulate the necessary definitions what we mean by local time membrane systems and elapsed time in a local time membrane system, then we present the simulation of membrane systems by Petri nets.

**Definition 13.** We define the notion of a local time P system as a P system together with functions \( I : R \rightarrow \text{IntQ} \) and \( T : \{1, \ldots, n\} \rightarrow \mathbb{R}_{\geq 0} \) \((1 \leq i \leq n)\), where \( R \) is the set of all rules and \( \text{IntQ} \) is the set of all closed intervals with nonnegative rational endpoints and there are \( n \) compartments of \( \Pi \). The value \( T(i) \) is called the local time for the \( i \)-th membrane. A configuration of a local time P system is a pair \((W, T)\), where \( W \) is the configuration as a multiset of objects and messages as before and \( T \) is stands for the local time function. We may write \( T_i \) for \( T(i) \) in the sequel.

Observe that, since \( \text{IntQ} \) denotes the intervals with rational endpoints, we may assume that the endpoints of the intervals belonging to the rules are integers.
We have to multiply with the least common multiplier of the denominators of the endpoints in any other case. Likewise for the case of the time Petri nets. Next we define a computational step in a local time P system.

**Definition 14.** Let \( \Pi = (V, \mu, w_1, \ldots, w_n, R_1, \ldots, R_n, \mathcal{I}) \) be a local time P system. A run is a tuple \( \sigma = (\sigma_1, \ldots, \sigma_n) \), where \( \sigma_i = \tau_1^i r_1^i \ldots \tau_{k_i}^i r_{k_i}^i \tau_{k_i+1}^i \) such that \( \tau_j^i \in \mathbb{R}_{\geq 0} \) and \( r_j^i \in R_i \) for \( 1 \leq j \leq k_i \) and \( 1 \leq i \leq n \). We call the element \( \sigma_i \) the \( i \)-th selection. Moreover, we stipulate that the rules in \( \sigma_i \) form a maximal parallel multiset of rules. The elapsed time for \( \sigma_i \) is the sum of the \( \tau \)-s in the selection.

**Remark 1.** It seems to us that instead of defining local times for each compartment separately we could have chosen to give a global clock for the whole membrane system when talking about a computational step. The definition with a global clock could be given in such a way that not only the evolving of the system but every quantitative property, like elapsed time during a computational step, minimal/maximal time between two configurations, would remain the same. Technically, it seems to be a clearer formulation to introduce a local clock in each membrane, though.

Next we describe how the system can evolve during a selection belonging to a membrane. To facilitate the treatment we shall talk about the configuration of membrane \( i \), as well, not only about a configuration of the whole system.

**Definition 15.** Let \( m_i \) be a compartment with (possible) intermediate configuration \( w_i \). Then \((w_i, \mathcal{T}_i)\) is the (timed) configuration of \( m_i \).

In what follows, when we talk about a configuration of a local time membrane system, we mean a timed configuration of the system, unless otherwise stated. If we want to emphasize that we talk about configurations without the time component, then we will use the term object configuration. The computation in a compartment can evolve through two steps when we consider a selection.

**Definition 16.**
1. rule execution: Assume \( r \in R_i \), for some \( 1 \leq i \leq n \), is enabled, that is, \( \text{lhs}(r) \leq w_i \), where \((w_i, \mathcal{T}_i)\) is the configuration for \( m_i \). Moreover, assume \( r \) is ready to be executed, which means \( r \) is enabled and \( \mathcal{T}_i \in [I(r)^-, I(r)^+] \). Then \((w_i, \mathcal{T}_i) \rightarrow_r (w'_i, \mathcal{T}'_i)\), where \( w'_i = w_i - \text{lhs}(r) + \text{rsh}(r) \).
2. time elapse: Let \( \tau \in \mathbb{R}_{\geq 0} \). Then we distinguish two types of semantics:
   a) weak semantics: \((w_i, \mathcal{T}_i) \rightarrow_r (w_i, \mathcal{T}'_i)\) and \( \mathcal{T}'_i = \mathcal{T}_i + \tau \),
   b) strong semantics: \((w_i, \mathcal{T}_i) \rightarrow_r (w'_i, \mathcal{T}'_i)\) and \( \mathcal{T}'_i = \mathcal{T}_i + \tau \) only if, for every \( r \in R_i \), \( \text{lhs}(r) \leq w_i \) and \( \mathcal{T}_i \leq I(r)^+ \) implies \( \mathcal{T}_i + \tau \leq I(r)^+ \).

A configuration \((w, \mathcal{T})\) can evolve in two ways. If a rule \( r \in R_i \) is enabled and, furthermore, the local time for \( m_i \) is such that \( \mathcal{T}_i \) lies in the interval \([I(r)^-, I(r)^+]\), then \( r \) can be executed. Rule execution in a membrane does not change the time part of a configuration, it changes only the multiset of objects in the underlying membrane. The second possibility is time elapse. If we adopt the weak semantics,
then the time elapse step can take place at any time instance. This may involve that a rule which was ready to be executed before the time elapse step can be no more executed after that step. When we adopt the strong semantics this situation is impossible. In other words, the strong semantics does not allow us to skip rules that are enabled and their time interval makes their application possible by a time jump. The weak semantics permits us to apply an arbitrary choice of the rules. As usual, computations in the membranes evolve by a maximal parallel manner. When every membrane has finished its operation, the communication phase of the computational step begins, as by the non-timed case. The new computational step starts with a configuration \((W, \mathcal{T}_0)\), where \(\mathcal{T}_0(i) = 0\) \((1 \leq i \leq n)\). By a computation, we understand a sequence of subsequent proper configurations, that is, configurations with no objects labelled by messages. When the computation halts, the result is stored in the output membrane, as before.

6 Local time P systems and time Petri nets

Next we give simulations for local time membrane systems where the elapsed time is the sum of the time jumps in a selection and the elapsed time for a run or a computational step is the maximum of these sums when we consider the different compartments. We perform the simulation for both the weak and strong semantics of local time membrane systems.

First of all, we deal with the case of a membrane system with the weak semantics. The underlying model is the same as in Definition 11, and we try to simulate membrane systems of the weak semantics by time Petri nets equipped with the strong semantics. We identify rule applications with transitions as before. In order to keep the local nature of the Petri net, we split our model into subnets corresponding to the execution in the various compartments. The main idea is that we divide the possible time duration of the computation in a membrane membrane into time intervals of length 1, and, concerning these time intervals, a nondeterministic choice of the transitions which are ready to fire is considered. The transitions in the same group are assumed to take place in the time interval \([0, 0]\), \([0, 1]\) or \([1, 1]\), a group of transitions is initiated by a place \(q^j_i\) as illustrated in Figure 4.

When operating with a group of transitions, we may apply time elapse between firing steps up to the point when we fall into the next group of transitions. The passage is provided by transitions \(n^j_i\) in Figure 4. Let us apply the following notation in the definition below. Assume \(B\) is the least integer greater than the right hand sides of the intervals \(I(\tau)\). Let \(m_i\) be a membrane. Let 

\[
R^i_j = \{r \in R_i \mid j \in [eft(r), lft(r)]\} 
\]

for \(0 \leq j \leq B - 1\), \(j \in \mathbb{N}\) and \(1 \leq i \leq n\). Then \(\bigcup_{i=1}^{n} \bigcup_{j=0}^{B-1} R^i_j = R\). Observe that the distinct sets \(R^i_j\) may overlap for different \(j\)-s.
Definition 17. Let \( II = (V, \mu, w_1, \ldots, w_n, R_1, \ldots, R_n, \mathcal{I}) \) be a local time membrane system with the weak semantics. Assume \( B \) is the least integer greater than the right hand sides of the intervals \( \mathcal{I}(r) \). We define the associated integer time Petri net as follows.

1. The main constituents of \( P \) are the sets \( P_0, P^*_0, Q_i \) \( (1 \leq i \leq n) \), where \( P_0 = V \times \{1, \ldots, n\} \), \( P^*_0 = V^* \times \{1, \ldots, n\} \) are as in Definition 11. The computational step is governed by the set of places \( Q_i = \{q^i_0 \mid 0 \leq j \leq B, 1 \leq i \leq n\} \). There are some additional places including the places for the semaphore, places to mark the end of the computation in the simulated compartment, and places which lead to nonterminating computations. The semaphore is the same as in the previous models. Moreover, since the computational process in every compartment evolves separately, this is modelled by the Petri net: there are sub Petri nets the computations in which are triggered in a distributive manner. The operation of the sub Petri net corresponding to membrane \( m_i \) is initiated by transferring a token to the places \( q^i_0 \). At the end of the operation of the sub Petri net the place \( \text{fin}_i \) obtains a token and waits for the rest of the sub nets simulating the other compartments to finish computing. As usual, \( P_0 \) represents the actual configuration of the membrane system. We set \( m_0(p) = w_j(a) \) for every place \( p = (a, j) \). As before, the places in \( V \times \{1, \ldots, n\} \) correspond to the objects on the left hand sides of \( R_i \) \( (1 \leq i \leq n) \) of the membrane rules, while the elements of \( V^* \times \{1, \ldots, n\} \) correspond to the objects on the right hand sides of the membrane rules labelled by messages.

2. As before, \( T_0 \) correspond to the membrane rules, while the transitions of \( T^*_0 \) ensure the simulation of the communication phase of a membrane computational step. Let \( r_l \) \( \in R_i \), where \( l \in \{1, \ldots, n_k\} \). Then \( T_0 \) formed by \( t_l^i \) \( (1 \leq i \leq n, 1 \leq l \leq k_i) \) and \( T^*_0 = \{s^i_j \mid 1 \leq i \leq k, 1 \leq j \leq n\} \) are defined as in Definition 11 with the slight modification as follows. Let \( r \in R^*_i \), assume \( t \) is the transition associated with \( r \) in \( T_0 \). Then \( (q^i_j, t) \in F, V(q^i_j, t) = 1 \) and \( (t, q^i_j) \in F, V(t, q^i_j) = 1 \) \( (1 \leq j \leq B - 1, 1 \leq i \leq n) \). Moreover, for each each \( q^i_j \) \( (1 \leq j \leq B - 1) \) we have transitions \( n^i_j \) and \( t^i_{ Bj} \) such that \( (q^i_j, n^i_j) \in F, (n^i_j, q^i_{j+1}) \in F \) and \( (q^i_j, t^i_{ Bj}) \in F, (t^i_{ Bj}, q^i_B) \in F \) with multiplicities 1. Furthermore, every transition in \( t \in T_0 \) corresponding to some \( r \in R_i \) has a second copy \( T^*_0 \), which is connected to \( q^i_B \) by \( (q^i_B, t) \in F \) and, for every \( p \in P_0 \), we have an arrow pointing to \( t \) if and only if \( (p, t) \in F \) with the same multiplicity as that of \( (p, t) \). There is a state \( \text{per}_i \) for every \( t \) which induces an infinitely working sub Petri-net. Finally, there is an arrow from \( q^i_B \) pointing to \( \text{fin}_i \) through transition \( t_{\text{fin}_i} \). The places \( \text{fin}_i \) lead to sem through a transition \( \text{fin}_e \). When we consider the case of \( T^*_0 \), it is enough to apply one auxiliary place, say \( \text{fin}_e \), to check whether every transition in \( T^*_0 \) has finished its operation: \( (\text{fin}_e, t) \in F, (t, \text{fin}_e) \in F \) and \( (\text{fin}_e, t_{\text{fin}_i}) \in F, (t_{\text{fin}_i}, \text{sem}) \in F \). 

3. As to the timings, let \( r \in R^*_i \), assume \( t \) corresponds to \( r \) in the Petri net. If \( j = \text{lft}(r) \) then let \( \mathcal{I}(t) = [0, 0] \), and if \([j, j+1] \subseteq [\text{eft}(r), \text{lft}(r)] \), then \( \mathcal{I}(t) = [0, 1] \), else, if \( j = \text{eft}(r) \), then \( \mathcal{I}(t) = [1, 1] \). Let the members of \( T^*_0 \)
have intervals $[0,0]$. For the other transitions: $\mathcal{I}(n_1^i) = [0,1]$, $\mathcal{I}(\tilde{t}_j) = [0,0]$ and $\mathcal{I}(t_{fin}) = [1,1]$. The semaphore is the same as in the core model.

Figure 4 presents a snapshot of the model: it illustrates the Petri net assigned to membrane $m_i$.

**Fact 2** Let $r \in R_{i_{\min}}^i, \ldots, r \in R_{i_{\max}}^i$, let $j_{\min} \leq j \leq j_{\max}$, assume $[i_{\max}^-, i_{\max}^+]$ is the interval belonging to $t$ in the sense of Definition 17 when considering $r \in R_{i_{j'}}^i$, where $t$ is assigned to $r$. Then $\mathcal{I}(r)^- \leq i_{\max}^- + j \leq i_{\max}^+ + j \leq \mathcal{I}(r)^+$. Moreover, $i_{\max}^- + j_{\min} \leq \mathcal{I}(r)^-$ and $\mathcal{I}(r)^+ \leq i_{\max}^+ + j_{\max}$.

![Fig. 4. The Petri net for a local time membrane system with the weak semantics](image)

As a continuation of Figure 4 we show the role $q_{B}^i$ plays in deciding whether the simulation of the computational step can be continued or not. When the Petri net finishes the simulation of a rule application phase it must check whether the
rules corresponding to the chosen transitions form a maximal parallel set of rules. If at the end of the rule application phase at least one rule remains that could be applied, then our choice is obviously not a maximal parallel set of rules. In order to ensure the correct simulation, in this case the Petri net enters into an infinite loop of transitions when reaching state \( \text{perp}_t \) provided \( \tilde{t} \) could be applied. Otherwise, control is given back to the semaphore. Figure 5 details the Petri net which is in fact a sub net of the one in Figure 4.

![Petri net diagram](image)

**Fig. 5.** The Petri net deciding whether a maximal parallel set of rules is reached.

Finally, Figure 6 gives an overall picture of the odd part of the simulating Petri net. The place \( st_o \) stimulates the odd phase and tokens are immediately distributed among the places \( q^0_i \), which initiate the simulations of the computations in membranes \( m_i \) (\( 1 \leq i \leq n \)). When the computation in \( m_i \) is over, in the simulating Petri net the place \( fin_i \) obtains a token. If all the places \( fin_i \) (\( 1 \leq i \leq n \)) have collected their tokens, then a token is passed over to \( \text{sem} \) and a new computational phase begins.

We remark that the construction above gives a general method for simulating any time Petri net defined with the weak semantics by a time Petri net understood with the strong semantics.

The case for the membrane system with the strong semantics is possibly a bit simpler, since it is closer to the original semantics of the Petri net model. We define in the next definition the simulating Petri net for a local time membrane system with the strong semantics. The construction is very similar to the ones of the previous subsection, probably it is a little bit easier this time. The only difficulty is to tell when a maximal parallel step is finished. For this purpose, before choosing
the next transition, we implement a test whether there are transitions that could be executed. This involves creating a new copy of the Petri net simulating the left hand sides of the membrane system rules. Moreover, to keep ourselves to the interpretation of the membrane computational step by distinguishing the computational sequences in the different compartments, we assume that there are $n$ sub Petri nets modelling the computations in the different membranes. We detach, as usual, the odd and even phases of the computation. In the odd phase, the token in $st_o$ is immediately distributed to the places $st^t_i$ hence initializing the computation in the sub Petri nets corresponding to membranes $m_i$.

**Definition 18.** Let $I = (V, \mu, w_1, \ldots, w_n, R_1, \ldots, R_n, I)$ be a local time membrane system with the strong semantics.
1. $P$ contains $P_0$ and $P_{\ast}$, where $P_0 = V \times \{1, \ldots, n\}$, $P_{\ast} = V^* \times \{1, \ldots, n\}$, where $a \in V$ and $(1 \leq j \leq n)$ are in Definition 11. As usual, $P_0$ represents the actual configuration of the membrane system. We set $m_0(p) = w_j(a)$ for every place $p = (a, j)$. As before, the places in $V \times \{1, \ldots, n\}$ correspond to the objects on the left hand sides of $R_i$ $(1 \leq i \leq n)$ of the membrane rules, while the elements of $V^* \times \{1, \ldots, n\}$ correspond to the objects on the right hand sides of the membrane rules labelled by messages. There are auxiliary places, namely those of the semaphore and st, st, cat: they govern the simulation of the rule application and communication phases.

2. $T$ consists of $T_0$, $T_{\ast}$, $T_0$ and some auxiliary transitions. As before, let $r_l \in R_i$, where $l \in \{1, \ldots, n\}$. Then let $t_{ij}^l$ denote the transition corresponding to $r_l$ and $T_0 = \{t_{ij}^l \mid 1 \leq i \leq n, 1 \leq l \leq k_i\}$. A transition $t_{ij}^l$ connects elements of $P_0$ to $P_{\ast}$: if $p = (a, j)$, then $V(p, t_{ij}^l) = \text{lhs}(r_l)(a)$, if $i = j$, and $V(p, t_{ij}^l) = 0$ otherwise. Furthermore, if $p^* = (a_i, j)^*$, then $V(t_{ij}^l, p^*) = \text{rhs}(r_l)(a)$, if $i = j$, $V(t_{ij}^l, p^*) = \text{rhs}(r_l)(a, \text{out})$, if $i = \text{parent}(j)$ and $V(t_{ij}^l, p^*) = \text{rhs}(r_l)(a, \text{in}_j)$, if $j = \text{parent}(i)$ and $V(t_{ij}^l, p^*) = 0$ otherwise. Moreover, $(\text{cat}_i, t_{ij}^l), (t_{ij}^l, s_{ij}^l), (s_{ij}^l, \text{cat}_i) \in F$.

As to the auxiliary places and transitions, $s_{ij}^l$ and st need to check whether there are transitions left to fire. For st, this is easy: st connects to each transition in $T_{\ast}$, that is, $(\text{st}_e, s_{ij}^l), (s_{ij}^l, \text{st}_e) \in F$ and st connects to sem by $(\text{st}_e, \text{tr}_e)$, $(\text{tr}_e, \text{sem}) \in F$. The places st need a similar check concerning maximal parallel execution: $(s_{ij}^l, t_{ij}^l) \in F$, $(t_{ij}^l, \text{cat}_i) \in F$ and $t_{ij}^l$ are such that the connections with the elements of $P_0$ are the same as in the case of $P_0$ and $T_0$ with the same multiplicities, as well. However, $t_{ij}^l$ do not point to $P_{\ast}$, they give back all the tokens to $P_0$ after any of the transitions $t_{ij}^l$ has been fired. When no transition $t_{ij}^l$ is able to fire, st sends forwards a token to fin and, when each fin (1 \leq i \leq n) possesses a token, they give control back to sem by $(\text{fin}_i, \text{mon}_n)$, $(\text{mon}_n, \text{sem}) \in F$. That is, mon fires only if every sub Petri net assigned to membrane $m_i$ finishes its computation.

3. Concerning the intervals: the intervals belonging to the elements of $T_{\ast}$ are $[0, 0]$. If $t_{ij}^l \in T_0$, then $\mathcal{I}(t_{ij}^l) = \mathcal{I}(t_{ij}^l)$. Furthermore, $\mathcal{I}(\text{fin}_i) = \mathcal{I}(\text{fin}_i) = [1, 1]$. All the remaining intervals are $[0, 0]$. The semaphore is the same as by the case of the core model.

We illustrate the sub Petri net corresponding to $m_i$ in Figure 7. Let $\Pi = (V, \mu, u_1, \ldots, u_n, R_1, \ldots, R_n, \mathcal{I})$ be a local time membrane system. If $\Pi$ is considered with the weak semantics, then let $N_w(\Pi)$ denote the time Petri net associated to $\Pi$ according to Definition 17. If $\Pi$ is understood with the strong semantics, then let $N(\Pi)$ denote the Petri net assigned to $\Pi$ in accordance with Definition 18. Furthermore, if $(w, T)$ is a proper configuration of $\Pi$, let $(\nu(w), \nu(T))$ be the configuration of $N_w(\Pi)$ or of $N(\Pi)$, where
Fig. 7. The Petri net for a local time membrane system with the strong semantics

\[ \nu(w)(a_i, j) = w(j)(i) \text{ and } \nu(\mathcal{T})(t_i) = \mathcal{T}(r_i), \text{ where } r_i \in R_i. \]
In addition, if \( p^* = (a^{*i}, j) \), let \( \nu(w)(p^*) = 0 \), as \((w, \mathcal{T})\) is a proper configuration. Moreover, if \( W = (w^0, \mathcal{T}^0) \Rightarrow (w^1, \mathcal{T}^1) \Rightarrow \ldots \Rightarrow (w^k, \mathcal{T}^k) \) is a configuration sequence of \( \Pi \), then \( \nu(W) = (\nu(w^0), \nu(\mathcal{T}^0)) \rightarrow (\nu(w^1), \nu(\mathcal{T}^1)) \rightarrow \ldots \rightarrow (\nu(w^k), \nu(\mathcal{T}^k)) \) is the corresponding sequence of configurations of \( N_w(\Pi) \) or \( N_s(\Pi) \). If \( W \) is a sequence of proper configurations, then we omit the values \( \mathcal{T}_i \) and \( \nu(\mathcal{T}_i) \) from the configurations \((w, \mathcal{T})\) and \((\nu(w), \nu(\mathcal{T}))\), respectively, since, in this case \( \mathcal{T}^j = \mathcal{T}_0 \), where \( \mathcal{T}_0(r) = 0 \) for every \( r \in R \).

**Theorem 3.** Let \( \Pi = (V, \mu, u_1, \ldots, u_n, R_1, \ldots, R_n, \mathcal{T}) \) be a local time membrane system.

1. Let \( W = w^0 \Rightarrow w^1 \Rightarrow \ldots \Rightarrow w^k \) be a computational sequence with the weak semantics. Then

\[ w^0 \Rightarrow^*_W w^k \iff N_w(w^0) \rightarrow^*_{\nu(W)} N_w(w^k). \]

Moreover, \( \tau(\nu(W)) = \tau(W) + 3k \), where \( \tau(W) \) and \( \tau(\nu(W)) \) are the total time for \( W \) and \( \nu(W) \), respectively.

2. Let \( W = w^0 \Rightarrow w^1 \Rightarrow \ldots \Rightarrow w^k \) be a computational sequence with the strong semantics. Then

\[ w^0 \Rightarrow^*_W w^k \iff N_s(w^0) \rightarrow^*_{\nu(W)} N_s(w^k). \]

Moreover, \( \tau(\nu(W)) = \tau(W) + 3k \), where \( \tau(W) \) and \( \tau(\nu(W)) \) are the total time for \( W \) and \( \nu(W) \), respectively.
Proof. We treat the case of the weak semantics: we give a sketch for the proof of the correctness of our simulation. Assume \( \Pi = (V, \mu, u_1, \ldots, u_n, R_1, \ldots, R_n, I) \) is a local time membrane system, let \( W = w^0 \Rightarrow w^1 \Rightarrow \ldots \Rightarrow w^k \) be a computational sequence with the weak semantics. We prove the theorem by induction on \( k \).

- \( k = 0 \): there is nothing to prove.
- \( k = l + 1 \): Assume we have the statement for \( l \), that is, for the computational sequence \( W_l = w^0 \Rightarrow \sigma_1 \Rightarrow \sigma_2 \Rightarrow \ldots \Rightarrow \sigma_l \Rightarrow \) there exists \( \xi_l = m^0 \Rightarrow m^1 \Rightarrow \ldots \Rightarrow m^l \) such that \( \mu^l = \nu(w^l) \) and \( \tau(\nu(\xi_l)) = \tau(W_l) + 3 \cdot l \), where, for any proper configuration \( w \) of \( \Pi \), \( \nu(w) \) is defined as above. If \( q \) is any place not in \( P_0 \), then \( \nu(q) = 0 \), except for \( \text{sem} \), where \( \nu(w)(\text{sem}) = 1 \). By the construction of the Petri net \( h(t_i^l) = \mathcal{I}(r_i^l) \) also holds. We extend the correspondence \( \nu \) to the intermediate configurations, as well. The values for the elements of \( P_0 \) are defined as before. As to the values of \( P_i^0 \): \( \nu(w)(a^t_j, j) = w(j)(a_i, \text{here}) + w(R_u)(a_i, \text{in}_j) + \sum_j w(R_u)(a_i, \text{out}) \). Let \( \sigma_i = \tau_0 \tau_1 \tau_2 \ldots \tau_s \tau_{s+1} \) where \( \tau_1, \ldots, \tau_s \in R_u \), be a segment of the selection of \( m_i \) of length \( s \) with the corresponding configurations \((w_1, \mathcal{I}_{1}), \ldots, (w_s, \mathcal{I}_{s})\). Then \( \xi_{i,s} = \nu(\sigma_{i,s}) = \tau_0 \tau_1 \tau_2 \ldots \tau_s \tau_{s+1} \) where \( t_j \) correspond to \( r_j \) in \( N_w(\Pi) \) and \( t_j = t_{j1} + \ldots + t_{jk_j} \), is a computation in \( N_w(\Pi) \). Assume \((m_1, h_1), \ldots, (m_s, h_s)\) is the sequence of states corresponding to \( \xi_{i,s} \), then we claim that \( \nu(w_1), \ldots, \nu(w_s) \) define exactly the same \( t \)-markings. For the correspondence of the configurations and \( t \)-markings it is enough to prove that, if \( r \) can be executed, then \( t \) is ready to fire provided \( t \) is assigned to \( r \).

By Fact 2, it is enough to observe that \( T_i^{r} = j + a \) for some \( j \in \mathbb{N} \) such that \( r \in R_j \) and \( 0 \leq a \leq 1 \), and \( i_t^{-} \leq a \leq i_t^{+} \), where \([i_t^{-}, i_t^{+}]\) is the interval corresponding to \( t \) as the image of \( r \in R_j \) in accordance with Definition 17. The statement can be proved by examining the various cases for the next step in \( \sigma_{i,s} \).

\( \square \)

The converse of the theorem holds, too. We state it in a proposition.

**Proposition 1.** Let \( N = (P, T, F, V, m_0, I) \) be a time Petri net. Then the following statements are valid.

1. Let \( \Pi = (V, \mu, u_1, \ldots, u_n, R_1, \ldots, R_n, I) \) be a local time membrane system, assume \( N = N_w(\Pi) \). Then, for any proper computational sequence \( \xi \) of \( N \), there exists computational sequence \( W \) of \( \Pi \) with respect to the weak semantics such that \( \xi \) provides exactly the same output as \( W \). Moreover, \( \tau(\xi) = \tau(W) + 3k \), where \( \tau(W) \) and \( \tau(\xi) \) are the total time for \( W \) and \( \xi \), respectively.

2. Let \( \Pi = (V, \mu, u_1, \ldots, u_n, R_1, \ldots, R_n, I) \) be a local time membrane system, assume \( N = N_w(\Pi) \). Then, for any proper computational sequence \( \xi \) of \( N \), there exists computational sequence \( W \) of \( \Pi \) with respect to the strong semantics such that \( \xi \) provides exactly the same output as \( W \). Moreover, \( \tau(\xi) = \tau(W) + 3k \), where \( \tau(W) \) and \( \tau(\xi) \) are the total time for \( W \) and \( \xi \), respectively.
Remark 2. We remark that local time weak semantics does not appear to add anything to the computational power of the membrane system, however local time with the strong semantics seems to increase the computational strength of the P system. We conjecture that, by a modification of a proof of Păun [10] showing that membrane systems with catalytic rules together with priority define recursively enumerable sets of numbers even with two membranes, it might not be difficult to prove that local time membrane systems with catalytic rules and with the strong semantics define recursively enumerable sets of numbers with two membranes. It is not clear to us, however, how the exact strength of a local time membrane system with the strong semantics could be depicted.

7 Applications

The constructions of the previous section makes us possible to apply the results elaborated for time Petri nets for the case of local time membrane systems.

Notation 4 Let \( \Pi = (V, \mu, w_1, \ldots, w_n, R_1, \ldots, R_n, I) \) be a local time membrane system. We apply the notation \( \Pi = \Pi_* \), where \( * \in \{w, s\} \) stands for either the weak semantics or the strong semantics, respectively.

Definition 19. Let \( \Pi_* = (V, \mu, w_1, \ldots, w_n, R_1, \ldots, R_n, I) \) be a local time membrane system.

1. A (possibly intermediate) configuration \((w, T)\) is integer valued, if \( T(r) \in \mathbb{N} \) for every \( r \in R \).
2. Let \( m_i \) be a membrane of \( \Pi_* \) for some \( 1 \leq i \leq n \). Let \( \sigma_i \) be a run for \( m_i \). Then \( \sigma_i \) is integer valued if all of its intermediate configurations are integer valued.
3. Let \( W = w_0 \Rightarrow \ldots \Rightarrow w_k \) be a computational sequence for \( \Pi_* \). Then \( W \) is integer valued, if, for every \( w_i \), every run of \( w_i \) is integer valued.

Observe that, given a membrane system \( \Pi_* \) and a computational sequence \( W \), the condition that \( W \) is integer valued is equivalent to the requirement that all the time elapses in every run of \( W \) are integers.

Proposition 2. Let \( \Pi_* = (V, \mu, w_1, \ldots, w_n, R_1, \ldots, R_n, I) \) be a local time membrane system and let \( w' \) be a configuration reachable from \( w \). Then \( w' \) is integer reachable from \( w \).

Proof. Follows from the main theorem together with the corresponding theorem for time Petri nets presented by Popova-Zeugmann ([13], [14]). \( \square \)

Definition 20. Let \( \Pi_* = (V, \mu, w_1, \ldots, w_n, R_1, \ldots, R_n, I) \) be a local time membrane system. Then \( \Pi_* \) is bounded, if there exists \( K > 0 \) such that, for every configuration \( w \) of \( \Pi_* \), \( |w(j)| < K \) (\( 1 \leq j \leq n \)). In other words, \( K \) is an upper bound for the number of elements in every compartment with regard to any configuration \( w \).
Proposition 3. Let $\Pi_\star = (V, \mu, w_1, \ldots, w_n, R_1, \ldots, R_n, I)$ be a local time membrane system, assume $\Pi_\star$ is bounded. Then the reachability problem for $\Pi_\star$ is decidable.

Proof. Follows from Proposition 2. $\square$

Proposition 4. Let $\Pi_\star = (V, \mu, w_1, \ldots, w_n, R_1, \ldots, R_n, I)$ be a local time membrane system, assume $w'$ is reachable from $w$. Then the minimum and maximum distances between $w$ and $w'$ are integers.

8 Conclusions

In this paper we examined the connections between two models of computations, namely, the membrane systems introduced by Păun [9] and time Petri nets defined along the lines of the papers of Popova-Zeugmann ([12],[13]). First of all, we presented a simulation of membrane systems without dissolution by time Petri nets. The novelty in our result is the fact that the simulating Petri nets manage to retain the locality of firing: transitions can be fired one after the other without structural control, like maximal parallelism, imposed on the order of their execution. Next, we defined local time membrane systems on the analogy of time Petri nets, equipping the computational model with two types of semantics. We showed that both kinds of local time membrane systems can be simulated by time Petri nets with the strong semantics. Finally, we mentioned some statements concerning local time membrane systems that are straightforward consequences of the similar results for time Petri nets by reason of the simulations.
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Summary. In this work, we continue our research in the field of string processing membrane systems - APCol systems. We focus on a relation of APCol systems with PM colonies - colonies whose agents can only perform point mutation transformations of the common string, in a vicinity of the agent. The second part is devoted to a connection of APCol systems and logic circuits using AND, OR and NOT gates.

1 Introduction

There are many different theoretical computational models, where are independent agents engage in a shared environment or interact with it directly. In this paper, we continue our research in the examination of connections between such models. In [26] our research started with the comparison of eco-colonies – composed from components (grammars) acting in a string, the string is also evolved by environmental rules (0L scheme), P colonies and eco-P colonies – membrane systems with one-membrane agents and an unordered environment. In this paper, we continue our study with APCol systems – the model related closely to P colonies – PM colonies and logic circuits.

APCol systems are formal models of a computing device combining properties of membrane systems and colonies - parallel distributed systems of formal grammars. Membrane systems (called P systems, [24]) are biologically inspired distributed multiset rewriting systems that are characterised by massive parallelism and simple rules. APCol systems were introduced in [4] The reader can find more information about membrane systems in [23] and in [17] can a reader find details on grammar systems theory.

An APCol system is formed from agents - collections of objects embedded in a membrane - and shared environment - string. Agents are equipped with programs composed of rules that allow agents to interact with objects that are placed inside them and they form a string. The number of objects inside each agent is set by definition and it is usually very low - up to 3. The string is processed by agents
and it is used as a communication channel for agents too. Through the string the agents are able to affect the behaviour of another agent. There is a special object defined in the APCol system it is denoted by $e$. It has a special role: whenever it is introduced in the string, the corresponding input symbol is erased.

The activity of agents is based on rules that can be rewriting, communication or checking; these three types was introduced in [18]. Rewriting rule $a \rightarrow b$ allow agent to rewrite (evolve) one object $a$ to object $b$. Both objects are placed inside the agent. Communication rule $a \leftrightarrow b$ gives to the agent the possibility to exchange object $c$ placed inside the agent for object $d$ from the string. A checking rule is formed from two rules $r_1, r_2$ of type rewriting or communication. It sets a kind of priority between rules $r_1, r_2$. The agent tries to apply the first rule and if it cannot be performed, the agent executes the second rule. The rules are combined into programs in such a way that all object are affected by the execution of the rules. Consequently, the number of rules in the program is the same as the number of objects inside the agent.

The computation in APCol systems starts with an input string, representing the environment, and with each agents having only symbols $e$ in its state. Every computational step means a maximally parallel action of the active agents: an agent is active if it is able to perform at least one of its programs, and the joint action of the agents is maximally parallel if no more active agent can be added to the synchronously acting agents. The computation ends if the input string is reduced to the empty word, there are no more applicable programs in the system, and meantime at least one of the agents is in so-called final state.

We start the paper with the necessary definitions not only of APCol systems, PM-colonies and logic circuits. We continue with the construction of an APCol system simulating a PM-colony and with the construction of APCol system suitable for simulation of logic circuits. We conclude the paper with final remarks about future work and open problems.

2 Definitions

Throughout the paper the reader is assumed to be familiar with the basics of formal language theory and membrane computing. For further details we refer to [16] and [23].

For an alphabet $\Sigma$, the set of all words over $\Sigma$ (including the empty word, $\epsilon$), is denoted by $\Sigma^*$. We denote the length of a word $w \in \Sigma^*$ by $|w|$ and the number of occurrences of the symbol $a \in \Sigma$ in $w$ by $|w|_a$. For a language $L \subseteq \Sigma^*$, the set $\text{length}(L) = \{|w| \mid w \in L\}$ is called the length set of $L$. For a family of languages $FL$, the family of length sets of languages in $FL$ is denoted by $NFL$.

A multiset of objects $M$ is a pair $M = (V, f)$, where $V$ is an arbitrary (not necessarily finite) set of objects and $f$ is a mapping $f : V \rightarrow N$; $f$ assigns to each object in $V$ its multiplicity in $M$. The set of all multisets with the set of objects $V$ is denoted by $V^\circ$. The set $V'$ is called the support of $M$ and denoted by $\text{supp}(M)$. 
The cardinality of $M$, denoted by $|M|$, is defined by $|M| = \sum_{a \in V} f(a)$. Any multiset of objects $M$ with the set of objects $V' = \{a_1, \ldots, a_n\}$ can be represented as a string $w$ over alphabet $V'$ with $|w|_{a_i} = f(a_i); 1 \leq i \leq n$. Obviously, all words obtained from $w$ by permuting the letters can also represent the same multiset $M$, and $\varepsilon$ represents the empty multiset.

2.1 APCol Systems

In the following we recall the concept of an APCol system [4].

As in the case of standard P colonies, agents of APCol systems contain objects, each being an element of a finite alphabet. With every agent, a set of programs is associated. There are two types of rules in the programs. The first one, called an evolution rule, is of the form $a \rightarrow b$. It means that object $a$ inside of the agent is rewritten (evolved) to the object $b$. The second type of rules, called a communication rule, is in the form $c \leftrightarrow d$. When this rule is performed, the object $c$ inside the agent and a symbol $d$ in the string are exchanged, so, we can say that the agent rewrites symbol $d$ to symbol $c$ in the input string. If $c = e$, then the agent erases $d$ from the input string and if $d = e$, symbol $c$ is inserted into the string.

An APCol system works successfully, if it is able to reduce the given string to $\varepsilon$, i.e., to enter a configuration where at least one agent is in accepting state and the processed string is the empty word.

Definition 1. [4] An APCol system is a construct

$$\Pi = (O, e, A_1, \ldots, A_n),$$

where

- $O$ is an alphabet; its elements are called the objects,
- $e \in O$, called the basic object,
- $A_i, 1 \leq i \leq n$, are agents. Each agent is a triplet $A_i = (\omega_i, P_i, F_i)$, where
  - $\omega_i$ is a multiset over $O$, describing the initial state (content) of the agent, $|\omega_i| = 2$,
  - $P_i = \{p_{i,1}, \ldots, p_{i,k_i}\}$ is a finite set of programs associated with the agent, where each program is a pair of rules. Each rule is in one of the following forms:
    - $a \rightarrow b$, where $a, b \in O$, called an evolution rule,
    - $c \leftrightarrow d$, where $c, d \in O$, called a communication rule,
  - $F_i \subseteq O^*$ is a finite set of final states (contents) of agent $A_i$.

During the work of the APCol system, the agents perform programs. Since both rules in a program can be communication rules, an agent can work with two objects in the string in one step of the computation. In the case of program $\langle a \leftrightarrow b; c \leftrightarrow d \rangle$, a sub-string $bd$ of the input string is replaced by string $ac$. If the program is of the form $\langle c \leftrightarrow d; a \leftrightarrow b \rangle$, then a sub-string $db$ of the input string is replaced by string $ca$. That is, the agent can act only in one place in a computation step and the change of the string depends both on the order of the rules in the
program and on the interacting objects. In particular, we have the following types of programs with two communication rules:

- $⟨a \leftrightarrow b; c \leftrightarrow e⟩$ - $b$ in the string is replaced by $ac$,
- $⟨c \leftrightarrow e; a \leftrightarrow b⟩$ - $b$ in the string is replaced by $ca$,
- $⟨a \leftrightarrow e; c \leftrightarrow e⟩$ - $ac$ is inserted in a non-deterministically chosen place in the string,
- $⟨e \leftrightarrow b; e \leftrightarrow d⟩$ - $bd$ is erased from the string,
- $⟨e \leftrightarrow d; e \leftrightarrow b⟩$ - $db$ is erased from the string,
- $⟨e \leftrightarrow e; e \leftrightarrow d⟩; ⟨e \leftrightarrow c; c \leftrightarrow d⟩, \ldots$ - these programs can be replaced by programs of type $⟨e \rightarrow e; c \leftrightarrow d⟩$.

The program is said to be restricted if it is formed from one rewriting and one communication rule. The APCol system is restricted if all the programs the agents have are restricted.

At the beginning of the work of the APCol system (at the beginning of the computation), there is an input string placed in the environment, more precisely, the environment is given by a string $ω$ of objects which are different from $e$. This string represents the initial state of the environment. Consequently, an initial configuration of the automaton-like P colony is an $(n + 1)$-tuple $c = (ω; ω_1, \ldots, ω_n)$ where $ω$ is the initial state of the environment and the other $n$ components are multisets of strings of objects, given in the form of strings, the initial states of the agents.

A configuration of an APCoL system $Π$ is given by $(w; w_1, \ldots, w_n)$, where $|w_i| = 2$, $1 ≤ i ≤ n$, $w_i$ represents all the objects placed inside the $i$-th agent and $w ∈ (O − \{e\})^*$ is the string to be processed.

At each step of the computation every agent attempts to find one of its programs to use. If the number of applicable programs is higher than one, the agent non-deterministically chooses one of them. At every step of computation, the maximal possible number of agents have to perform a program.

By applying programs, the automaton-like P colony passes from one configuration to another configuration. A sequence of configurations starting from the initial configuration is called a computation. A configuration is halting if the APCoL system has no applicable program.

The result of computation depends on the mode in which the APCol system works. In the case of accepting mode, a computation is called accepting if and only if at least one agent is in final state and the string obtained is $ε$. Hence, the string $ω$ is accepted by the automaton-like P colony $Π$ if there exists a computation by $Π$ such that it starts in the initial configuration $(ω; ω_1, \ldots, ω_n)$ and the computation ends by halting in the configuration $(ε; w_1, \ldots, w_n)$, where at least one of $w_i ∈ F_i$ for $1 ≤ i ≤ n$.

The situation is different when the APCol system works in the generating mode. A computation is called successful if only if it is halting and at least one agent is in final state. The string $w_F$ is generated by $Π$ iff there exists computation starting in an initial configuration $(ε; ω_1, \ldots, ω_n)$ and the computation ends by halting in the configuration $(w_F; w_1, \ldots, w_n)$, where at least one of $w_i ∈ F_i$ for $1 ≤ i ≤ n$. 
We denote by $APCol_{acc} R(n)$ (or $APCol_{acc}(n)$) the family of languages accepted by APCol system having at most $n$ agents with restricted programs only (or without this restriction). Similarly we denote by $APCol_{gen} R(n)$ the family of languages generated by APCol systems having at most $n$ agents with restricted programs only.

APCol system $II$ can generate or accept set of numbers $|L(II)|$.

By $NAPCol_x R(n), x \in \{acc, gen\}$, the family of sets of natural numbers accepted or generated by APCol systems with at most $n$ agents is denoted.

In [4] the authors proved that the family of languages accepted by jumping finite automata (introduced in [21]) is properly included in the family of languages accepted by APCol systems with one agent, and it is proved that any recursively enumerable language can be obtained as a projection of a language accepted by an automaton-like P colony with two agents.

In [4] the reader can find following theorems about accepting power of APCol systems:

- The family of languages accepted by APCol system with one agent properly includes the family of languages accepted by jumping finite automata.
- Any recursively enumerable language can be obtained as a projection of a language accepted by an APCol system with two agents.

The results about generative power of APCol systems are shown in [2];

- Restricted APCol systems with only two agents working in generating mode can accept any recursively set of natural numbers. $NAPCol_{gen} R(2) = NRE$
- A family of sets of natural numbers acceptable by partially blind register machine can be generated by an APCol system with one agent with restricted programs. $NRM_{PB} \subseteq NAPCol_{gen} R(1)$

### 2.2 PM-colonies

In this part we recall the definition of PM-colonies that was introduced in [20].

**Definition 2.** A PM-colony (of degree $n; n \geq 1$) is a construct

$$\pi = (E; \#; N; >; R_1; \ldots; R_n);$$

where $E$ is an alphabet (of the environment), $\#$ is a special symbol not in $E$ (the boundary marker of the environment), $N = \{A_1; \ldots; A_n\}$ is the alphabet of agents names, $>$ is a partial order relation over $N$ (the priority relation among agents), and $R_1; \ldots; R_n$ are finite sets of action rules of the agents. The action rules can be of the following forms:
Deletion: \((a; A_i; b) \rightarrow (\varepsilon; A_i; b)\), for \(a \in E \cup N; b \in E \cup N \cup \{\#\}\),
\((a; A_i; b) \rightarrow (a; A_i; \varepsilon)\), for \(a \in E \cup N \cup \{\#\}; b \in E \cup N\).

Insertion: \((a; A_i; b) \rightarrow (a; c; A_i; b)\), for \(a; b \in E \cup N \cup \{\#\}; c \in E \cup N\),
\((a; A_i; b) \rightarrow (a; A_i; c; b)\), for \(a; b \in E \cup N \cup \{\#\}; c \in E \cup N\).

Substitution: \((a; A_i; b) \rightarrow (c; A_i; b)\), for \(b \in E \cup N \cup \{\#\}; a; c \in E\),
\((a; A_i; b) \rightarrow (a; A_i; c)\), for \(a \in E \cup N \cup \{\#\}; b; c \in E\).

Move: \((a; A_i; b) \rightarrow (A_i; a; b)\), for \(a \in E \cup N; b \in E \cup N \cup \{\#\}\),
\((a; A_i; b) \rightarrow (a; b; A_i)\), for \(a \in E \cup N \cup \{\#\}; b \in E \cup N\),
\((a; A_i; b) \rightarrow (a; \varepsilon; b)\), for \(a; b \in E \cup N \cup \{\#\}\).

Each action has a premise of the form \((a; A_i; b)\), it specifies the agent and its
neighbouring symbols, and has a consequence where the agent is still present, with
only one exception, when it disappears; the boundary marker cannot be changed
or overpassed.

The state of the environment is described by a string of the form \(#w\#\), where
\(w \in (E \cup N)^*\). The string \(pr_E(w)\) describes the environment without the agent
population, \(pr_N(w)\) describes the agent population. One agent can appear in several
copies in the environment.

The agents act on the environment symbols as well as on other agents, in a local
manner, according to the action rules; the agents can also change their position
in the environment, according to the move rules, but they cannot step outside the
boundary markers.

Agents in PM-colony work in parallel manner. Similarly as in the other parallel
working systems, conflicts can occur between agents. If in a word \(w \in (E \cup N)^*\)
context overlay of two agents \(A_i\) and \(A_j\) happens or if agent \(A_j\) takes part
in context of agent \(A_i\), we call it direct conflict between agents. If in \(w\) the
pairs of agents \((A_1, A_2), (A_2, A_3), \ldots, (A_n, A_{n+1})\) are in direct conflict then
the whole set of agents \(A_1, A_2, A_3, \ldots, A_n, A_{n+1}\) are in conflict. The conflict of agents
\(A_1, A_2, A_3, \ldots, A_n, A_{n+1}\) in PM-colony can be solved by the agent with the greatest
priority, which takes action. So, to solve the conflict, conflicting agents have to
be ordered in such a way, that there is an agent with priority higher then all other
agents in the conflict. Moreover the agent with the greatest priority occurs in the
conflict set only once.

Let \(A\) be agent of PM-colony and \(#w\# = xaAb\) be a configuration of PM-
colony, where \(a, b \in (E \cup N) \cup \{\#\}\). This occurrence of agent \(A\) is active with
respect to configuration \(#w\#\), if (1) an action rule exists, whose left side is in the
form \((a, A, b)\), and (2) \(A\) is not conflicting with any other agent occurrence, or \(A\)
has the highest priority from all agents from those in conflict. An agent occurrence
is inactive, if it is not active.

A derivation step in a PM-colony denoted as \(\Rightarrow\) is a binary relation on a set of
configurations. We write \(#w\# \Rightarrow \#z\#\) if and only if each active agent \(A\) in the
string \(w\) replaces its context in \(w\) by corresponding rule and the resultant string
is \(#z\#\). Derivation \(\Rightarrow^*\) is the reflexive and transitive closure of relation \(\Rightarrow\). A
language associated with PM-colony \(\pi = (E; \#; N; >; R_1; \ldots; R_n)\) and a starting
state \(w_0\) of its environment is defined as
\[ L(\pi; w_0) = \{ x \in E^* \mid w_0 \Rightarrow^* w; \ x = pr_E(w) \} \]

### 2.3 Logic gates and boolean circuits

Boolean circuits are a formal model of the combinational logic circuits. Circuits consist of wires able to carry one bit, and logical gates connecting such wires and computing the elementary logical functions, NOT, AND, OR. To simplify circuits used in practice, more logical gates were introduced: NOR, XOR and NAND. Value tables and graphical symbols are shown in Table 1.

<table>
<thead>
<tr>
<th>Name of logic gate</th>
<th>Graphical symbol</th>
<th>Value table</th>
</tr>
</thead>
<tbody>
<tr>
<td>NOT</td>
<td></td>
<td>A</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>AND</td>
<td></td>
<td>A</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>OR</td>
<td></td>
<td>A</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
</tr>
</tbody>
</table>

Table 1. Graphical symbols and value tables for logic gates

**Definition 3.** A Boolean circuit \( \alpha = (V, E, \lambda) \) is a finite directed acyclic graph \((V, E)\), with set of vertices \(V\), and set of directed edges \(E\), and \(\lambda : V \to \{I\} \cup \{AND, OR, NOT\}\) a vertex labelling, where \(I\) is a special symbol. A vertex \(x \in V\) with \(\lambda(x) = I\) has indegree 0 and is called an input. A vertex \(y \in V\) with outdegree 0 is called an output. Vertices with labels AND and OR have indegree 2 and outdegree 1, while vertices with the label NOT have indegree and outdegree 1.

### 3 APCol Systems Versus PM-colonies

In this section we construct APCol system simulating derivation steps in PM-colony. The idea is to perform one derivation step of PM-colony in four phases of computation in APCol system. In the first phase one agent rewrite all occurrences of PM-colony agents into new symbols of a type \(a \ A_b\) were \(a, b\) is a context of current copy of agent A. In the second phase the agent check whether there is any conflict.
If the answer is positive, it tries to solve collision. The third phase is performing phase, when APCol system agent rewrite active and inactive agents into objects in the way corresponding to executed rules. If there is more than one applicable rule (PM-colony is non-deterministic) executed rule is chosen non-deterministically. In the last phase the APCol system agent non-deterministically chooses whether computation will end and erase all occurrences of PM-colony agents or the system will continue with the next derivation step - to ensure that APCol system can halt after every simulated derivation step of PM-colony.

**Theorem 1.** To every PM-colony $\pi$ there exist APCol system that can generate all states of PM-colony.

**Proof.** Let $\pi = (E; \#; N; ; R_1; \ldots; R_n)$ be a PM-colony operating on a string $w_0 \in (E \cup N)^*$. We construct APCol system $\Pi = (O, e, A_1, \ldots, A_m)$, where $m$ equals to number of rules in $\pi$ plus 6, as follows:

The agent $A_1$ has initial configuration $ee$ and the subset of programs to initialize simulation.

\begin{align*}
A_1 & \\
1. & \{e \rightarrow \#'; e \rightarrow T\} \\
2. & \{\#' \leftrightarrow \#: T \leftrightarrow a\} \quad \text{for all } a \in E \cup N \cup \{\#\} \\
3. & \{\# \rightarrow P; a \rightarrow a\} \\
4. & \{P \leftrightarrow e; a \leftrightarrow T\} \quad \text{for all } a \in E \cup N \cup \{\#\} \\
5. & \{T \rightarrow \uparrow; e \rightarrow e\}
\end{align*}

APCol system starts computation on the string $\#w_0\# = \#aw_1\#$. Agent $A_1$ is in the initial configuration $ee$. In the first step it rewrites its contents to $\#'T$ using the program 1. At the second step The agent replace the first two symbols from the string by its contents. After second step the contents of the agent $A_1 \#a$ and the string in the environment is $\#'Tw_1\#$. In the next step agent rewrites $#$ to $P$ and exchange its contents by $T$ from a string. The configuration of the agent is $eT$ and the string has a form $\#'Paw_1\#$.

The agent $A_2$ is supporting agent; It generates the auxiliary objects consumed by agent $A_1$. Set $P_2$ contains following programs:

\begin{align*}
A_2 & \\
A. & \{e \rightarrow \downarrow; e \rightarrow e\} \\
B. & \{\downarrow \leftrightarrow P; e \rightarrow e\}
\end{align*}

<table>
<thead>
<tr>
<th>step</th>
<th>string</th>
<th>agent $A_1$</th>
<th>agent $A_2$</th>
<th>applicable programs of $A_1$</th>
<th>applicable programs of $A_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.</td>
<td>$#aw_1#$</td>
<td>$ee$</td>
<td>$ee$</td>
<td>1. $A$</td>
<td></td>
</tr>
<tr>
<td>1.</td>
<td>$#aw_1#$</td>
<td>$#'T$</td>
<td>$\downarrow e$</td>
<td>2. $-$</td>
<td></td>
</tr>
<tr>
<td>2.</td>
<td>$#'Tw_1#$</td>
<td>$#a$</td>
<td>$\downarrow e$</td>
<td>3. $-$</td>
<td></td>
</tr>
<tr>
<td>3.</td>
<td>$#'Tw_1#$</td>
<td>$Pa$</td>
<td>$\downarrow e$</td>
<td>4. $-$</td>
<td></td>
</tr>
<tr>
<td>4.</td>
<td>$#'Paw_1#$</td>
<td>$eT$</td>
<td>$\downarrow e$</td>
<td>5. $B$</td>
<td></td>
</tr>
<tr>
<td>5.</td>
<td>$#' \downarrow aw_1#$</td>
<td>$\uparrow e$</td>
<td>$Pe$</td>
<td>6. $C$</td>
<td></td>
</tr>
</tbody>
</table>
Phase 1. - Context detection

After symbol ↓ appears in the string \#′ ↓ aw \#, agent \(A_1\) goes through the string from the left to the right end and rewrites occurrences of PM-colony agents \(A\) by symbols \(aA_b\) where \(a, b\) are neighbouring symbols (\(aAB\) is substring of the input string).

\[
\begin{align*}
\text{A}_1 & \quad \text{A}_2 \\
6. \langle \uparrow \leftrightarrow \downarrow; e \leftrightarrow a \rangle & \quad \text{C.} \quad \langle P \rightarrow L'; e \leftrightarrow e \rangle \\
& \quad \text{for all } a \in E \cup N \\
7. \langle a \leftrightarrow \uparrow; \downarrow \leftrightarrow e \rangle & \quad \text{D.} \quad \langle L' \leftrightarrow b; e \leftrightarrow L \rangle \\
& \quad \text{for all } a \in E \\
8. \langle a \rightarrow \overline{A}; \downarrow \rightarrow L \rangle & \quad \text{E.} \quad \langle b \rightarrow b; L \rightarrow L_b \rangle \\
& \quad \text{for all } a \in N \\
9. \langle \overline{A} \rightarrow \overline{A}; L \leftrightarrow \uparrow \rangle & \quad \text{F.} \quad \langle b \leftrightarrow L'; L_b \leftrightarrow e \rangle \\
\text{A}_1 & \quad \text{A}_2 \\
10. \langle \overline{A} \rightarrow \overline{A}; \uparrow \leftrightarrow L' \rangle & \quad \text{H.} \quad \langle R' \leftrightarrow R; e \leftrightarrow e \rangle \\
11. \langle \overline{A} \rightarrow \overline{A}; L' \rightarrow L'' \rangle & \quad \text{c} \in E \cup N \\
12. \langle \overline{A} \rightarrow \overline{A}; L'' \leftrightarrow \uparrow \rangle & \quad \text{I.} \quad \langle R \rightarrow R_c; c \rightarrow c \rangle \\
13. \langle \overline{A} \rightarrow \overline{A}; \uparrow \leftrightarrow L' \rangle & \quad \text{J.} \quad \langle R_c \leftrightarrow R''; c \leftrightarrow e \rangle \\
14. \langle \overline{\nu} A \rightarrow \overline{\nu} A; L' \rightarrow R \rangle & \quad \text{K.} \quad \langle R'' \rightarrow L'; e \leftrightarrow e \rangle \\
15. \langle \overline{\nu} A \rightarrow \overline{\nu} A; R \leftrightarrow \uparrow \rangle & \\
16. \langle \overline{\nu} A \rightarrow \overline{\nu} A; \uparrow \leftrightarrow R' \rangle & \\
17. \langle \overline{\nu} A \rightarrow \overline{\nu} A; R' \rightarrow R'' \rangle & \\
18. \langle \overline{\nu} A \rightarrow \overline{\nu} A; R'' \leftrightarrow \uparrow \rangle & \\
19. \langle \overline{\nu} A \rightarrow \overline{\nu} A; \uparrow \leftrightarrow R_c \rangle & \text{where } b, c \in E \cup N \\
20. \langle b \cdot A \rightarrow \overline{\nu} A; c \rightarrow \downarrow \rangle & \text{where } b, c \in E \cup N \\
21. \langle \overline{\nu} A; \leftrightarrow e; \downarrow \leftrightarrow \uparrow \rangle & \text{where } b, c \in E \cup N \\
22. \langle \downarrow \rightarrow E_x; \# \rightarrow \# \rangle & \\
23. \langle E_x \leftrightarrow \# \leftrightarrow e \rangle & \\
\end{align*}
\]

Agents \(A_1\) and \(A_2\) helps each other to change all occurrences of PM-colony agents to more complex symbols capturing agent neighbouring symbols. In following table, \(a, b \in E\) and \(A \in N\).
Phase 2. - Determining agents as active or inactive

In the second phase agents $A_1$ and $A_3$ read the string from right to the left and they search for conflicts. Inactive agents are marked by $yXz$, active agents has the label in a form $yXz$.

To skip $a \in E$

<table>
<thead>
<tr>
<th>step</th>
<th>string</th>
<th>agent $A_1$</th>
<th>agent $A_2$</th>
<th>applicable programs of $A_1$</th>
<th>applicable programs of $A_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5.</td>
<td>#′ ↓ $aAbw_1#$</td>
<td>↑ $e$</td>
<td>$Pe$</td>
<td>6.</td>
<td>$C$.</td>
</tr>
<tr>
<td>6.</td>
<td>#′ ↑ $Abw_1#$</td>
<td>↓ $a$</td>
<td>$L'e$</td>
<td>7.</td>
<td>–</td>
</tr>
<tr>
<td>7.</td>
<td>#′ ↓ $Abw_1#$</td>
<td>↑ $e$</td>
<td>$L'e$</td>
<td>6.</td>
<td>–</td>
</tr>
<tr>
<td>8.</td>
<td>#′ $a$ ↑ $bw_1#$</td>
<td>↓ $A$</td>
<td>$L'e$</td>
<td>8.</td>
<td>–</td>
</tr>
<tr>
<td>9.</td>
<td>#′ $a$ ↑ $bw_1#$</td>
<td>$\bar{A}L$</td>
<td>$L'e$</td>
<td>9.</td>
<td>–</td>
</tr>
<tr>
<td>10.</td>
<td>#′ $aLbw_1#$</td>
<td>$\bar{A}$</td>
<td>$L'e$</td>
<td>–</td>
<td>$D$.</td>
</tr>
<tr>
<td>11.</td>
<td>#′ $L'bwx_1#$</td>
<td>$\bar{A}$</td>
<td>$aL$</td>
<td>10.</td>
<td>$E$.</td>
</tr>
<tr>
<td>12.</td>
<td>#′ ↓ $bw_1#$</td>
<td>$\bar{A}L'$</td>
<td>$aLa$</td>
<td>11.</td>
<td>–</td>
</tr>
<tr>
<td>13.</td>
<td>#′ ↑ $bw_1#$</td>
<td>$\bar{A}L''$</td>
<td>$aLa$</td>
<td>12.</td>
<td>–</td>
</tr>
<tr>
<td>14.</td>
<td>#′ $L''bw_1#$</td>
<td>$\bar{A}$</td>
<td>$aLa$</td>
<td>–</td>
<td>$F$.</td>
</tr>
<tr>
<td>15.</td>
<td>#′ $aLbw_1#$</td>
<td>$\bar{A}$</td>
<td>$L''e$</td>
<td>13.</td>
<td>$G$.</td>
</tr>
<tr>
<td>16.</td>
<td>#′ $a$ ↑ $bw_1#$</td>
<td>$\bar{A}La$</td>
<td>$R'e$</td>
<td>14.</td>
<td>–</td>
</tr>
<tr>
<td>17.</td>
<td>#′ $a$ ↑ $bw_1#$</td>
<td>$aAR$</td>
<td>$R'e$</td>
<td>15.</td>
<td>–</td>
</tr>
<tr>
<td>18.</td>
<td>#′ $aRbw_1#$</td>
<td>$aA$</td>
<td>$R'e$</td>
<td>–</td>
<td>$H$.</td>
</tr>
<tr>
<td>19.</td>
<td>#′ $aR'w_1#$</td>
<td>$aA$</td>
<td>$Rb$</td>
<td>16.</td>
<td>$I$.</td>
</tr>
<tr>
<td>20.</td>
<td>#′ $a$ ↑ $w_1#$</td>
<td>$aAR'$</td>
<td>$Rb$</td>
<td>17.</td>
<td>–</td>
</tr>
<tr>
<td>21.</td>
<td>#′ $a$ ↑ $w_1#$</td>
<td>$aAR''$</td>
<td>$Rb$</td>
<td>18.</td>
<td>–</td>
</tr>
<tr>
<td>22.</td>
<td>#′ $aR''w_1#$</td>
<td>$aA$</td>
<td>$Rb$</td>
<td>–</td>
<td>$J$.</td>
</tr>
<tr>
<td>23.</td>
<td>#′ $aRbwx_1#$</td>
<td>$aA$</td>
<td>$R''e$</td>
<td>19.</td>
<td>$K$.</td>
</tr>
<tr>
<td>24.</td>
<td>#′ $a$ ↑ $bw_1#$</td>
<td>$aAR_b$</td>
<td>$L'e$</td>
<td>20.</td>
<td>–</td>
</tr>
<tr>
<td>25.</td>
<td>#′ $a$ ↑ $bw_1#$</td>
<td>$aAb$</td>
<td>$L'e$</td>
<td>21.</td>
<td>–</td>
</tr>
<tr>
<td>26.</td>
<td>#′ $a$ ↓ $bw_1#$</td>
<td>↑</td>
<td>$L'e$</td>
<td>6.</td>
<td>–</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>step</th>
<th>string</th>
<th>agent $A_1$</th>
<th>agent $A_2$</th>
<th>applicable programs of $A_1$</th>
<th>applicable programs of $A_2$</th>
</tr>
</thead>
</table>

A1

24. $\langle \uparrow \rightarrow \uparrow; e \rightarrow \uparrow \rangle$
25. $\langle \downarrow \rightarrow \uparrow; \# \leftrightarrow \# \rangle$
26. $\langle \uparrow \leftrightarrow e; \# \leftrightarrow \# \rangle$

A3

24. $\langle \uparrow \rightarrow \uparrow; e \rightarrow \uparrow \rangle$
25. $\langle \downarrow \rightarrow \uparrow; \# \leftrightarrow \# \rangle$
26. $\langle \uparrow \leftrightarrow e; \# \leftrightarrow \# \rangle$
If $A_1$ consumes $bA_c, A \in N; b, c \in E \cup N \cup \{\#\}$

29. $\langle \uparrow \leftrightarrow b A_c; e \rightarrow \emptyset \rangle$
30. $\langle b A_c \rightarrow b A'_c; \emptyset \rightarrow \emptyset \rangle$

$$bA'_c = \begin{cases} bA_c & \text{for } b, c \in E \text{ or } b, c \cup N \text{ and } b < A, c < A \\ bA_c & \text{otherwise} \end{cases}$$

31. $\langle \emptyset \leftrightarrow \uparrow; b A'_c \leftrightarrow e \rangle$

If $\emptyset_A$ is sent to the string and next symbol is $a \in E$

32. $\langle \uparrow \leftrightarrow a; e \leftrightarrow \emptyset_A \rangle$
33. $\langle \emptyset_A \rightarrow \uparrow; a \rightarrow a \rangle$
34. $\langle \uparrow; e; a \leftrightarrow \uparrow \rangle$

If $\emptyset_A$ is sent to the string and next symbol is $b B_c$

35. $\langle \uparrow \leftrightarrow b B_c; e \leftrightarrow \emptyset_A \rangle$
36. $\langle b B_c \rightarrow b B'_c; \emptyset_A \rightarrow Y \rangle$

$$bB'_c = \begin{cases} bB_c & \text{for } B > A \text{ and } \{b, c \in E \text{ or } b, c \cup N \text{ and } b < A, c < A \} \\ bB_c & \text{otherwise} \end{cases}$$

$$Y = \begin{cases} \emptyset_B & \text{for } B > A \\ \emptyset_A & \text{for } A > B \\ \emptyset_{\{A, B\}} & \text{otherwise} \end{cases}$$

37. $\langle X \leftrightarrow \uparrow; b B'_c \leftrightarrow e \rangle$

If $\emptyset_M (M \text{ is a subset of } N)$ is sent to the string and next symbol is $b B_c$

35'. $\langle \uparrow \leftrightarrow b B_c; e \leftrightarrow \emptyset_M \rangle$
36'. $\langle b B_c \rightarrow b B'_c; \emptyset_M \rightarrow Y \rangle$

$$bB'_c = \begin{cases} bB_c & \text{if } B \text{ is greatest element of } M \cup \{B\} \text{ and } \\ b, c \in E \text{ or } b, c \cup N \text{ and } \\ b, c \text{ is not greatest element of } M \cup \{b, c\} \\ bB_c & \text{otherwise} \end{cases}$$

$$Y = \begin{cases} \emptyset_B & \text{for } B > A \\ \emptyset_A & \text{for } A > B \\ \emptyset_{\{A, B\}} & \text{otherwise} \end{cases}$$

37'. $\langle X \leftrightarrow \uparrow; b B'_c \leftrightarrow e \rangle$

If $\emptyset_A$ is sent to the string and next symbol is $a \in E$

38. $\langle \uparrow \leftrightarrow a; e \leftrightarrow \emptyset_A \rangle$
39. $\langle a \rightarrow a; \downarrow A \rightarrow \emptyset \rangle$
40. $\langle \emptyset \leftrightarrow \uparrow; a \leftrightarrow e \rangle$
A1

If $\uparrow_A$ is sent to the string and next symbol is $bB_c$

41. $\langle \uparrow \downarrow bB_c; e \leftrightarrow \uparrow_A \rangle$

42. $\langle bB_c \rightarrow bB_c'; \downarrow_A \rightarrow X \rangle$

\[ bB_c' = \begin{cases} bB_c & \text{for } B > A \text{ and } \{b,c \in E \text{ or } b \cup c \cup N \text{ and } b < A, c < A\}; \\ \downarrow bB_c & \text{otherwise} \end{cases} \]

\[ X = \begin{cases} B_A & \text{for } B > A \\ e_A & \text{otherwise} \end{cases} \]

43. $\langle X \leftrightarrow \uparrow; bB_c' \leftrightarrow e \rangle$

If the next symbol to be checked is boundary object $\#$, the agent $A_4$ finishes the second phase.

A5

AA. $\langle e \rightarrow D; e \rightarrow e \rangle$

AB. $\langle D \leftrightarrow \#'; e \leftrightarrow X \rangle; X \in \{\downarrow; \uparrow_A; \downarrow_A\}$

AC. $\langle X \rightarrow C; \#' \rightarrow \#' \rangle$

AD. $\langle \#' \leftrightarrow D; C \leftrightarrow e \rangle$

When symbol $B_A$ or symbol $e_A$ appears in the string agent $A_5$ starts to work by consuming the symbol and replacing it by two symbols: $\uparrow_A$ for agent $A_6$ that moves right to set PM-colony agent $A$ as inactive and the second symbol for agent $A_1$ to continue computation.

A6

I. $\langle e \rightarrow B; e \rightarrow e \rangle$

II. $\langle B \leftrightarrow \uparrow_A; e \leftrightarrow X \rangle; X \in E \cup \{bB_c \mid b,c \in E \cup N \cup \{\#, \#'\}, B \in N \setminus \{A\}\}$

III. $\langle X \leftrightarrow B; \uparrow_A \leftrightarrow e \rangle$

IV. $\langle B \leftrightarrow \uparrow_A; e \rightarrow bB_c \rangle$

V. $\langle \uparrow_A \rightarrow e; bB_c \rightarrow \downarrow bB_c \rangle$

VI. $\langle \downarrow bB_c \leftrightarrow B; e \rightarrow e \rangle$

Phase 3. - Simulation of execution of the rules

This phase starts with arrows change. Instead of $\uparrow$ and $\downarrow$ the agent $A_1$ uses $\uparrow\downarrow$ and $\uparrow\downarrow$. The change is done by agent $A_1$ and $A_5$. 
For every rule of PM-colony there exists sets of programs of agent \( A \), the programs are following:

\[
\begin{align*}
A_1 & \quad \langle \| \leftrightarrow \| \colon e \leftrightarrow e \rangle & A_5 & \quad h. \langle Z \leftrightarrow \#'; e \leftrightarrow \| \rangle \\
44. & \quad \langle \| \leftrightarrow \| \colon e \rightarrow e \rangle & 45. & \quad \langle C \rightarrow \| \colon e \rightarrow e \rangle \\
46. & \quad \langle \| \leftrightarrow \| \colon e \rightarrow e \rangle & & \quad i. \langle \#' \rightarrow \#'; \uparrow \rightarrow \| \rangle \\
& \quad \langle \| \leftrightarrow \| \colon e \rightarrow e \rangle & & \quad j. \langle \#' \leftrightarrow Z; \| \leftrightarrow e \rangle \\
\end{align*}
\]

The agent \( A_1 \) reads the string from the left to the right, it skips symbols from \( E \cup N \), changes \( \overline{\mu A_c} \) to \( A \) and sends messages to performing agent to add, move, rewrite or delete symbols.

\[
\begin{align*}
A_1 & \quad \langle \| \leftrightarrow \| \colon e \leftrightarrow a \rangle & a \in E \cup N \\
47. & \quad \langle \| \leftrightarrow \| \colon e \rightarrow \overline{\mu A_c} \rangle \\
48. & \quad \langle a \leftrightarrow \| \colon \| \leftrightarrow e \rangle, \\
49. & \quad \langle \| \rightarrow \| \colon \overline{\mu A_c} \rightarrow A \rangle \\
50. & \quad \langle A \leftrightarrow \| \colon \| \leftrightarrow e \rangle \\
51. & \quad \langle \| \leftrightarrow \| \colon e \rightarrow \overline{\mu A_c} \rangle \\
\end{align*}
\]

Using the program 52 agent \( A_1 \) consumes symbol corresponding to active agent. For every rule of PM-colony there exists sets of programs of agent \( A_1 \) and one agent performing the action.

If the rule is deletion of the form

\[
(a; A_i; b) \rightarrow (\varepsilon; A_i; b), \text{ for } a \in E \cup N; b \in E \cup N \cup \{\#\},
\]

\[
(a; A_i; b) \rightarrow (a; A_i; \varepsilon), \text{ for } a \in E \cup N \cup \{\#\}; b \in E \cup N,
\]

the programs are following:

\[
\begin{align*}
A_1 & \quad (aA_b \rightarrow A; \| \rightarrow D_{xy}) \quad xy \text{ is } La \text{ or } Rb \text{ depending on which side the symbol have to be deleted} \\
53. & \quad (A \leftarrow e; D_{xy} \leftrightarrow \|) \\
\end{align*}
\]

\( A_{del} \)

\[
\begin{align*}
A_1 & \quad (e \rightarrow J; e \rightarrow e) \\
A_2 & \quad (J \leftarrow D_{xy}; e \rightarrow e); \\
A_3 & \quad (D_{La} \rightarrow d_{La}; e \leftrightarrow \|) \\
A_4 & \quad (d_{La} \leftarrow A; \| \leftrightarrow J) \\
A_5 & \quad (A \rightarrow A; J \rightarrow J_0) \\
A_6 & \quad (J_0 \leftarrow d_{La}; A \leftarrow e) \\
A_7 & \quad (d_{La} \leftrightarrow a'; e \leftrightarrow J_0) \quad \text{a' is a if } a \in E \text{ or } a' \in \overline{\sigma A} \\
A_8 & \quad (J_0 \rightarrow J_1; a' \rightarrow e) \\
A_9 & \quad (J_1 \rightarrow J_2; e \leftrightarrow d_{La}) \\
A_{10} & \quad (J_2 \rightarrow J; d_{La} \rightarrow e) \\
A_{11} & \quad (D_{Rh} \rightarrow d_{Rh}; e \leftrightarrow \|) \\
A_{12} & \quad (\| \leftrightarrow J; d_{Rh} \leftrightarrow b' \quad b' \text{ is b if } b \in E \text{ or } b' \in A_{bd} \\
A_{13} & \quad (b' \rightarrow c; J \rightarrow J_0) \\
A_{14} & \quad (J_0 \rightarrow J_1; e \leftarrow d_{Rh}) \\
A_{15} & \quad (J_1 \rightarrow J; d_{Rh} \rightarrow e) \\
\end{align*}
\]

If the rule is insertion of the form

\[
(a; A_i; b) \rightarrow (a; c; A_i; b), \text{ for } a; b \in E \cup N \cup \{\#\}; c \in E \cup N,
\]

\[
(a; A_i; b) \rightarrow (a; A_i; c; b), \text{ for } a; b \in E \cup N \cup \{\#\}; c \in E \cup N,
\]

the programs are following:
55. \( aA_k \rightarrow A; || \rightarrow I_{xy} \)

\( xy \) is \( Lc \) or \( Rc \) depending on which side the symbol have to be inserted

56. \( A \leftrightarrow c; I_{xy} \leftrightarrow || \)

\( A_{ins} \)

A1

57. \( aA_k \rightarrow A; || \rightarrow S_{xy} \)

\( xy \) is \( Lc \) or \( Rc \) depending on which side the symbol have to be replaced

58. \( A \leftrightarrow c; S_{xy} \leftrightarrow || \)

\( A_{subs} \)

A1

59. \( aA_k \rightarrow A; || \rightarrow M_{xy} \)

\( xy \) is \( LA \) or \( RA \) depending on which side the symbol have to be moved

60. \( A \leftrightarrow c; M_{xy} \leftrightarrow || \)
If the rule is death of the form \((a; A; i; b) \rightarrow (a; \varepsilon; b)\), for \(a; b \in E \cup N \cup \{\#\}\), the programs are following:

\[\langle aA_b \rightarrow e; \varepsilon \leftrightarrow \varepsilon \rangle\]

In the last phase agent \(A_1\) detects that the whole string is rewritten and it is time to non-deterministically choose if computation will be halted or will continue by simulating of following derivation step.

\[\langle \varepsilon \rightarrow \varepsilon; e \leftrightarrow e \rangle\]

The computation of the APCol system can halt only when in corresponding state of the PM-colony there is no applicable rule or in the case that program 56 is executed.

### 4 Boolean Circuits and APCol Systems

In this part, we show how APCol systems can simulate the functioning of logic gates. The input is always inserted into the string. Because there is no inner structure in the APCol systems, we use direct addressing. It means that every input symbol obtains index determining which agent will consume it. The result will be find on the string at the end of computation.

**Theorem 2.** The functioning of logic gates NOT, OR and AND can be simulated by APCol systems with only one agent.

**Proof.** The first we show how APCol system for logic gate NOT is constructed. Let NOT gate has an input with index \(i\). We can simulate NOT gate with only one agent with following restricted programs:
Two Notes on APCol Systems

1. \( \langle e \leftrightarrow 0; e \rightarrow 1_{out} \rangle \)  3. \( \langle e \leftrightarrow 1; e \rightarrow 0_{out} \rangle \)
2. \( \langle 0_1 \rightarrow e; 1_{out} \leftrightarrow e \rangle \)  4. \( \langle 1 \rightarrow e; 0_{out} \leftrightarrow e \rangle \)

Formally, we define APCol system \( \Pi_{\text{NOT}} = (O, e, A_{\text{NOT}}) \), where \( O = \{e, 1, 0, 1_{out}, 0_{out}\} \), \( A_{\text{NOT}} = (ee, P_{\text{AND}}) \), the set of programs is described above and initial string is formed from only one symbol 1, or 0. The result is obtained after computation halts and it is placed in the string.

Simulation of the AND gate is done by APCol system with only one agent and following programs:
5. \( \langle e \leftrightarrow 0; e \leftrightarrow 0 \rangle \)  6. \( \langle e \leftrightarrow 1; e \leftrightarrow 0 \rangle \)  7. \( \langle e \leftrightarrow 1; e \leftrightarrow 0 \rangle \)
8. \( \langle e \leftrightarrow 1; e \leftrightarrow 1 \rangle \)  9. \( \langle 0_1 \rightarrow 0_{out}; 0_1 \rightarrow e \rangle \)  10. \( \langle 1 \rightarrow 0_{out}; 0_1 \rightarrow e \rangle \)
11. \( \langle 1 \rightarrow 1_{out}; 1 \rightarrow e \rangle \)

These programs can work only for boolean circuit with only one gate, because we expect that symbols of input are neighbouring. If we change the programs in such a way that they contains at most one communication rule. In this case they do not use context (one agent changes only one symbol on the string in one step).

12. \( \langle e \leftrightarrow 0; e \rightarrow e \rangle \)  13. \( \langle e \leftrightarrow 1; e \rightarrow e \rangle \)  14. \( \langle e \leftrightarrow 0; 0_1 \rightarrow 0 \rangle \)
15. \( \langle e \leftrightarrow 1; 1 \rightarrow 1 \rangle \)  16. \( \langle e \leftrightarrow 1; 0_1 \rightarrow 0 \rangle \)  17. \( \langle e \leftrightarrow 0; 1 \rightarrow 1 \rangle \)
18. \( \langle 0_1 \rightarrow 0_{out}; 0 \rightarrow e \rangle \)  19. \( \langle 1 \rightarrow 1_{out}; 1 \rightarrow e \rangle \)  20. \( \langle 1 \rightarrow 0_{out}; 0 \rightarrow e \rangle \)
21. \( \langle 0_1 \rightarrow 0_{out}; 1 \rightarrow e \rangle \)  22. \( \langle 0 \rightarrow 0; e \rightarrow e \rangle \)  23. \( \langle 0 \rightarrow 1; e \rightarrow e \rangle \)

Formally, we define APCol system \( \Pi_{\text{AND}} = (O, e, A_{\text{AND}}) \), where \( O = \{e, 1, 0, 1_{out}, 0_{out}\} \), \( A_{\text{AND}} = (ee, P_{\text{AND}}) \), the set of programs is formed from programs 12-23, and initial string contains only one symbol 1, or 0. The result is obtained after computation halts and it is placed in the string.

Simulation of the OR gate is done with programs very similar to programs of agent simulating AND gate. It is done by APCol system with only one agent and following programs:
24. \( \langle e \leftrightarrow 0; e \rightarrow e \rangle \)  25. \( \langle e \leftrightarrow 1; e \rightarrow e \rangle \)  26. \( \langle e \leftrightarrow 0; 0_1 \rightarrow 0 \rangle \)
27. \( \langle e \leftrightarrow 1; 1 \rightarrow 1 \rangle \)  28. \( \langle e \leftrightarrow 1; 0_1 \rightarrow 0 \rangle \)  29. \( \langle e \leftrightarrow 0; 1 \rightarrow 1 \rangle \)
30. \( \langle 0_1 \rightarrow 0_{out}; 0 \rightarrow e \rangle \)  31. \( \langle 1 \rightarrow 1_{out}; 1 \rightarrow e \rangle \)  32. \( \langle 1 \rightarrow 1_{out}; 0 \rightarrow e \rangle \)
33. \( \langle 0_1 \rightarrow 1_{out}; 1 \rightarrow e \rangle \)  34. \( \langle 0_{out} \leftrightarrow e; e \rightarrow e \rangle \)  35. \( \langle 0_{out} \leftrightarrow e; e \rightarrow e \rangle \)

Formally, we define APCol system \( \Pi_{\text{OR}} = (O, e, A_{\text{OR}}) \), where \( O = \{e, 1, 0, 1_{out}, 0_{out}\} \), \( A_{\text{OR}} = (ee, P_{\text{AND}}) \), the set of programs is formed from programs 24-35, and initial string contains only one symbol 1, or 0. The result is also obtained after computation halts and it is placed in the string.

We can proceed to formulate a Boolean circuit simulation theorem:

**Theorem 3.** For every Boolean circuit there exists an APCol system that can simulate its functioning and for input string formed from input signals of Boolean circuit APCol system generates correct output.

Let \( \alpha = (V, E, \lambda) \) be a boolean circuit. We associate with each gate a label from a set \( \{1, \ldots, |V|\} \). Let \( (x_1, \ldots, x_p) \) be the vector of input signals for the boolean circuit. The corresponding initial string of APCol system is formed from objects \( x_0 j; 1 \leq j \leq p \). For simulation of the whole boolean circuit, we cannot only put the corresponding agents together. The output of one agent can be the input for
more agents. To obtain more input symbols we modify input objects consumed by agents (we use $X_i'$ instead of $X_i$), output objects are in a form $X_i$ – output from the agent $i$. We also add one more agent generating inputs for those agents which are connected with output of $i$-th agent. We deal with three cases: $i$-th agent is connected with one agent, with two agents or with $m$ agents, $m > 2$. Let $y$ be the index of agent with output and $z$ for $1 \leq i \leq m$ are indices of agents with input connected to agent $y$ or corresponding to the initial input; $X \in \{0, 1\}$. We construct programs for agent $A_{|V|+1} = (ee, P_{|V|+1})$ generating inputs.

Programs for three variants of generated number of inputs

$36. \langle e \leftrightarrow X_y; e \rightarrow X_{z1}' \rangle$
$37. \langle X_{z1}' \leftrightarrow e; X_y \rightarrow e \rangle$
$38. \langle e \leftrightarrow X_y; e \rightarrow X_{z1}' \rangle$
$39. \langle X_{z1}' \leftrightarrow e; X_y \rightarrow X_{z2}' \rangle$
$40. \langle X_{z2}' \leftrightarrow e; e \rightarrow e \rangle$

$m$ inputs; $m > 2$

$41. \langle e \leftrightarrow X_y; e \rightarrow X_{z1}' \rangle$
$42. \langle X_{z1}' \leftrightarrow e; X_y \rightarrow X_{2y} \rangle$
$43. \langle e \rightarrow X_{z2}'; X_{2y} \rightarrow X_{2y} \rangle$
$44. \langle X_{z2}' \leftrightarrow e; X_{2y} \rightarrow X_{3y} \rangle$
$45. \langle e \rightarrow X_{z2}'; X_{ky} \rightarrow X_{ky} \rangle$ for $2 < k \leq m$
$46. \langle X_{z2}' \leftrightarrow e; X_{ky} \rightarrow X_{(k+1)y} \rangle$ for $2 < k \leq m - 1$
$47. \langle X_{zm}' \leftrightarrow e; X_{my} \rightarrow e \rangle$

The agents associated to logic gates can consume only input symbols of a type $X_i'$, where $X$ is 0 or 1 and $i$ is label of gate. At the beginning of computation there are only symbols of type $X_i$ present in the input string of APCol system. The only agent with applicable program is agent $A_{|V|+1}$ – program 36, 38, or 41. In the next step agent $A_{|V|+1}$ put the first input symbol ($X_i'$), where $zk$ is label of corresponding gate. From this step agents associated with gates started to do their work – rewriting their own inputs into outputs – and agent $A_{|V|+1}$ is rewriting their output to inputs. If the boolean circuit is defined correctly, at the end of computation there are only symbols $X_{out}'$ in the string corresponding to the output of boolean circuit.

5 Conclusion

In this paper we continue with our research devoted to relationship of APCol systems which are devices derived from P colonies and P systems in general with classical formal models used not only in theoretical computer science. For this paper we have chosen PM-colonies and boolean circuits. We showed that APCol systems with two agents can simulate PM-colonies with strict conflict solving. In the second part we showed that even APCol systems are without inner structure they can substitute boolean circuits.
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Summary. The literature on membrane computing describes several variants of P systems whose complexity classes $C$ are “closed under exponentiation”, that is, they satisfy the inclusion $P^C \subseteq C$, where $P^C$ is the class of problems solved by polynomial-time Turing machines with oracles for problems in $C$. This closure automatically implies closure under many other operations, such as regular operations (union, concatenation, Kleene star), intersection, complement, and polynomial-time mappings, which are inherited from $P$. Such results are typically proved by showing how elements of a family of P systems $\Pi$ can be embedded into P systems simulating Turing machines, which exploit the elements of $\Pi$ as subroutines. Here we focus on the latter construction, abstracting from the technical details which depend on the specific variant of P system, in order to describe a general strategy for proving closure under exponentiation.

1 Introduction

Complexity classes of the form $P^C$, characterised by polynomial-time Turing machines with oracles for languages in $C$ [19], automatically inherit from $P$ many closure properties. For instance, the determinism of Turing machines characterising $P$ implies closure under complement, simply by switching the accepting and rejecting states of the machine. Under certain assumptions on $C$, further closure properties are satisfied.

Let us say that a “reasonable” $k$-ary operation on languages is a function $f: (2^\Sigma)^k \rightarrow 2^\Sigma$ such that $f(L_1, \ldots, L_k) \in P^{L_1 \cdots L_k}$, that is, it can be computed efficiently with oracles for the $k$ languages. A class $C$ is closed under reasonable operations if $f(L_1, \ldots, L_k) \in C$ for each reasonable operation $f$ and for each $L_1, \ldots, L_k \in C$. The reasonable operations include all usual set theoretic

* This work was partially supported by Fondo d’Ateneo 2016 of Università degli Studi di Milano-Bicocca, project 2016-ATE-0492 “Sistemi a membrane: classi di complessità spaziale e temporale”.

ones (complement, union, intersection and all derived operations) and common language theoretic operations, such as the regular ones (concatenation, union, and Kleene star) [9].

For instance, a class \( C \) of the form \( P^D \) is closed under reasonable operations whenever \( D \) is an "upward directed set", that is, for each \( L_1, L_2 \in D \) there exists \( L \in D \) such that \( L_1 \leq L \) and \( L_2 \leq L \), where \( \leq \) denotes polynomial-time reducibility; an oracle for \( L \) can thus answer queries for both \( L_1 \) and \( L_2 \) after a polynomial-time reduction. Any class \( D \) with a complete problem \( L \) is directed, since all languages in \( D \) can be reduced to \( L \). This shows that classes such as \( P^{NP} = P^{coNP} \) and \( P^{PP} \) (which coincides with \( P^{#P} \)) are closed under reasonable operations.

Furthermore, it clearly suffices to find a subset \( E \subseteq D \) with \( P^E = P^D \) and prove \( P^E \) closed under reasonable operations to obtain the same result for \( P^D \). This is the case for \( D = NP \cup coNP \) (and \( E = NP \)), a class that frequently appears in the membrane computing literature [8, 21, 23, 31, 30] and is not known to be itself directed. In fact this would imply \( NP = coNP \), since there would be a language \( L \in NP \cup coNP \) such that \( L_1 \leq L \) for an \( NP \)-complete language \( L_1 \) and \( L_2 \leq L \) for a \( coNP \)-complete language \( L_2 \). Other classes \( C \) trivially closed under reasonable operations are those satisfying \( P^C = C \), such as \( PH \), the polynomial hierarchy [29], and \( CH \), the counting hierarchy [33].

Several variants of P systems have been proved able to simulate polynomial-time Turing machines with oracles, exploiting a family \( \Pi \) of P systems deciding a language \( L \) as "subroutines", by embedding them into the membrane structure of larger P systems providing the input and processing the output of the elements of \( \Pi \) [24, 12, 13, 16, 14]. This implies the closure under exponentiation of the corresponding complexity classes, in symbols \( P^{PMC_D} \subseteq PMC_D \), for some kind of P system \( D \). In this paper we describe this subroutine construction in a manner as independent from the specific variant of P systems as possible. In particular, we consider the cases of cell-like P systems (Section 2), tissue P systems (Section 2.1), and introduce a new construction for monodirectional cell-like P systems (Section 3).

Many computational complexity results in membrane computing have the form \( NP \cup coNP \subseteq PMC_D \), that is, some class \( D \) of P systems (e.g., active membranes without charges and dissolution using minimal cooperative rules [30, Corollary 6.6]) can solve in polynomial time all \( NP \) and \( coNP \) problems. We argue that this is unlikely to ever be an exact characterisation, since the features that allow us to solve \( NP \)-complete problems efficiently are the same that allow the subroutine construction, and this would imply \( NP = coNP \).

## 2 Subroutines in Cell-like P Systems

Several Turing machine simulations by means of polynomial-time uniform families of P systems have been proposed in the literature; some of these apply to unrestricted Turing machines [26, 2], while others are limited to machines working in logarithmic space [25], polynomial time [7, 6], polynomial
space [32, 24, 17, 10, 12, 13, 15, 16, 14], or exponential space [1]. Most of these solutions [32, 24, 1, 2, 7, 17, 10, 12, 13, 15, 6, 16, 14] are able to simulate Turing machines working in polynomial time with a polynomial slowdown.

The current configuration of the simulated Turing machine can be encoded in several equivalent ways by the simulating P system. A simple, common encoding [12, 13, 15, 16, 14] for a configuration of a polynomial-space Turing machine in state $q_i$ having the tape head in position $i$, and the tape containing the string $x = x_1 \cdots x_m$ is given by the multiset $q_i x_1, 1 \cdots x_m, m$, where the object $q_i$ encodes state and head position, and the symbol $x_j$ contained in tape cell $j$ is encoded by the object $x_{j,j}$ of the multiset (i.e., it is subscripted with its position on the tape). The simplest mechanism to simulate a step of the Turing machine is using cooperative rewriting rules; suppose that $\delta(q,a) = (r,b,+1)$ describes the transition of the machine reading symbol $a$ in state $q$ to state $r$, symbol $b$ and movement to the right. This can be trivially simulated by the cooperative rewriting rule $[q_i a_i \rightarrow r_{i+1} b_i]_M$, which is repeated for each cell position $i$ up to the maximum length of the tape. Notice that minimal cooperation, with only two objects on the left-hand side of the rules, suffices for this purpose [31, 30]. All published solutions known to the authors [12, 13, 15, 16, 14] use alternative mechanisms (such as membrane charges, antimatter annihilation, antiport communication) to perform essentially the same operation.

Irrespective of the actual encoding of the configuration of the Turing machine and the mechanism employed to simulate a computation step, we will use the following symbol

![Diagram](image)

...
family \( \mathcal{P} = \{ \mathcal{P}_x : x \in \Sigma^* \} \) of \( \mathcal{P} \) systems, where input strings of the same length \( n \) are associated to \( \mathcal{P} \) systems sharing the same membrane structure and rules \( \mathcal{P}(n) \), which only differ with respect to the initial multisets they contain. Then, multiple empty membrane structures \( \mathcal{P}(0), \mathcal{P}(1), \ldots, \mathcal{P}(m) \) can be embedded, up to the maximum possible query string length (an upper bound is given, for instance, by the length of the tape of \( M \)), and the correct one is selected at runtime by the \( \mathcal{P} \) system simulating \( M \).Fig. 1. The (empty) membrane structure of a \( \mathcal{P} \) system is embedded into another \( \mathcal{P} \) system simulating a Turing machine \( M \).

When the simulated Turing machine performs multiple queries with query strings of the same length during its computation, it is possible to embed multiple copies of each \( \mathcal{P} \) system \( \mathcal{P}(n) \) [24]. Each of these copies can then be used for a single query (Fig. 4). A possible alternative is to reset the configuration of \( \mathcal{P} \) system \( \mathcal{P}(n) \) after the query simulation has been performed [12].

2.1 Subroutines in Tissue \( \mathcal{P} \) Systems

The oracle query construction for cell-like \( \mathcal{P} \) systems embeds elements of a family of \( \mathcal{P} \) systems into a membrane where a Turing machine is simulated. This construc-
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Fig. 2. The query string $x$ on the tape of the simulated Turing machine is encoded as the initial configuration of the embedded P system $\Pi_x$. Each object is subscripted by the label of its target membrane, which it reaches by using send-in rules. When all objects have reached their destination, they simultaneously lose the subscripts, and the computation of $\Pi_x$ begins. The output of $\Pi_x$ is then read and incorporated into the state of the simulated Turing machine, as in the configuration following the query.
Fig. 3. Query strings of different lengths can be processed by distinct embedded P systems, selected when the oracle query is simulated.

Fig. 4. Multiple query strings of the same length can be processed by replicating the P systems simulating the oracle and using each of them only once.

tion can be adapted to tissue P systems by having the Turing machine simulation take place in a cell, and placing the elements of the family of tissue P systems deciding the oracle language on the side [16]. The communication needed in order to simulate the oracle queries in this variant is not hierarchical, but between adjacent cells (Fig. 5).
Subroutines in Monodirectional Cell-like P Systems

In monodirectional cell-like P systems [13, 14], where send-in rules are disallowed, the construction of Section 2 does not apply. However, we can turn the construction of Fig. 1 inside out, by having the Turing machine simulation embedded into the input membrane of the P system \( \Pi \) simulating the oracle (Fig. 6). Instead of sending in the encoding of the query string, it is the encoding of the configuration of the Turing machine that is sent out, through the whole membrane structure of \( \Pi \), where it waits for the oracle query result (Fig. 7) [13, 14]. This is needed because the P system simulating the oracle can only send its result outwards and, since the system is monodirectional, the only way to intercept it is to move out the entire simulation of the Turing machine.

Unlike the bidirectional case, the objects of the initial configuration of \( \Pi \) cannot be arranged during the query simulation, as that requires send-in if the membrane structure of \( \Pi \) is not linear or if the input membrane is not elementary. A solution is to have them already in their correct position in the initial configuration of the combined P system but with a timer subscript, which is deleted at a predefined time step \( t \), when a query may take place. If the simulated Turing machine does not perform a query at time \( t \), it can be adapted so that it makes a “dummy” query at that time, ignoring its result.

As in the bidirectional case, the oracle strings are usually only available at runtime, and thus multiple P systems simulating oracles must be arranged in advance, in order to accommodate any possible query string. Given the restriction on the direction of communication, a natural solution is to nest these auxiliary P systems, placing each one inside the input membrane of the next one. When a query takes place, the Turing machine configuration is first moved to the first P system suitable for the query string, where the multiset encoding it is left;
Fig. 6. In the monodirectional case, the P system simulating the Turing machine is embedded into the input membrane of the P system Π simulating the oracle; the other objects in the initial configuration of Π have an associated timer for synchronisation purposes.

then, the Turing machine configuration is moved outside the whole set of auxiliary P systems, where it waits for the result of the query (Fig. 7).

If multiple queries are carried out, it suffices to repeatedly nest the array of auxiliary P systems, always using the input membranes as junction points, and repeating the query procedure as many times as necessary (Fig. 8) [13, 14].

4 Discussion and Open Problems

Many complexity theory results for P systems have the form $\text{NP} \subseteq \text{PMC}_D$ for some class $D$ of P systems, and by closure under complementation this implies $\text{NP} \cup \text{coNP} \subseteq \text{PMC}_D$ [22]. Solving $\text{NP}$-complete problems usually requires some form of “context-sensitivity”, such as cooperative evolution rules (even minimal cooperation), membranes charges, membrane dissolution, or antimatter annihilation [31, 30, 20, 4, 5]. However, these same features typically suffice to carry
Fig. 7. Query simulation procedure for monodirectional cell-like P systems.
Fig. 8. Repeated nesting of monodirectional cell-like P systems to perform queries of a priori unknown length (on the left) and for multiple queries of a priori unknown length (on the right).
out the oracle simulation constructions described in Section 2 or 3, which imply that $\mathsf{PMC}_{\mathcal{D}}$ has the form $\mathsf{P}^\mathcal{C}$ for some class $\mathcal{C}$. This means that it is quite unlikely that $\mathsf{NP} \cup \mathsf{coNP}$ is an exact characterisation of $\mathsf{PMC}_{\mathcal{D}}$.

Indeed, if $\mathsf{NP} \cup \mathsf{coNP}$ were of the form $\mathsf{P}^\mathcal{C}$, then $\mathsf{P}^\mathsf{NP} \cup \mathsf{coNP} = \mathsf{P}^\mathcal{C}$. But $\mathsf{P}^\mathcal{C} = \mathsf{P}^\mathcal{C}$: if $L_1 \in \mathsf{P}^\mathcal{C}$, there exists a Turing machine $M_1$ with oracle for $L_2 \in \mathsf{P}^\mathcal{C}$ such that $L(M_1) = L_1$, and a Turing machine $M_2$ with an oracle for $L_3 \in \mathcal{C}$ such that $L_2 = L(M_2)$. Let $M$ be a Turing machine with oracle for $L_3$. This machine simulates $M_1$ until it enters its query state, then it simulates $M_2$ until it enters its own query state; since $M$ and $M_2$ have the same oracle, the queries of $M_2$ can be answered directly. Then $L(M) = L(M_1) = L_1$, and we can conclude that $\mathsf{P}^\mathcal{C} = \mathsf{P}^\mathcal{C}$. But then $\mathsf{P}^\mathsf{NP} \cup \mathsf{coNP} = \mathsf{P}^\mathcal{C} = \mathsf{NP} \cup \mathsf{coNP}$. Since $\mathsf{P}^\mathsf{NP} \cup \mathsf{coNP} = \mathsf{NP}$, this class has complete problems, for instance the standard complete problem $H$ of deciding if a Turing machine $M$ with $\mathsf{NP}$ oracle accepts a string $x$ within $t$ steps (where $t$ is given in unary notation). Then either $H \in \mathsf{NP}$ or $H \in \mathsf{coNP}$, and it is hard for both $\mathsf{NP}$ and $\mathsf{coNP}$; this means that either there exists a $\mathsf{NP}$-hard problem in $\mathsf{coNP}$, or a $\mathsf{coNP}$-hard problem in $\mathsf{NP}$: in both cases, this implies $\mathsf{NP} = \mathsf{coNP}$.

Furthermore, it is often the case [24, 12, 14, 16] that the amount of context-sensitivity that allows us to simulate Turing machines with oracles also suffices, at least in the bidirectional case, to simulate not only oracles for decision problems, but their counting version, which is usually more powerful. For instance, several variants of $\mathsf{P}$ systems without non-elementary membrane division rules characterise the complexity class $\mathsf{PP}$ (which coincides with $\mathsf{P}^\#\mathsf{P}$) [19, 11, 14, 16].

Finally, notice that the above remarks apply even to variants of $\mathsf{P}$ systems powerful enough to characterise $\mathsf{PSPACE}$ in polynomial time [27, 3, 28, 4], even if the algorithms developed in order to prove these results do not usually employ an oracle simulation construction. Indeed, the class $\mathsf{PSPACE}$ is closed under exponentiation: $\mathsf{P}^{\mathsf{PSPACE}} = \mathsf{PSPACE}$.

The property investigated in this paper, closure under exponentiation, that is, satisfying $\mathsf{P}^\mathcal{C} = \mathcal{C}$, seems to apply to a wide range of variants of $\mathsf{P}$ systems. A natural follow-up question is whether the more common closure under oracles (or under subroutines), where $\mathcal{C} = \mathcal{C}^\mathcal{C}$, does also apply for some of these variants. This also requires establishing a notion of “$\mathsf{P}$ system with oracle”; a first definition has been already given in [12], albeit for purely technical reasons.

An interesting open problem, although a presumably challenging one from a technical standpoint, is to formally characterise the membrane computing features (such as combination of rules or properties of the membrane structures) that enable the oracle simulation construction.
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Summary. Classical membrane systems with symport/antiport rules observe the conservation law, in the sense that they compute by changing the places of objects with respect to the membranes, and not by changing the objects themselves. In these systems the environment plays an active role because the systems not only send objects to the environment, but also bring objects from the environment. In the initial configuration of a system, there is a special alphabet whose elements appear in an arbitrary large number of copies. The ability of these computing devices to have infinite copies of some objects has been widely exploited in the design of efficient solutions to computationally hard problems.

This paper deals with computational aspects of P systems with symport/antiport and membrane division rules where there is not an environment having the property mentioned above. Specifically, we establish the relationships between the polynomial complexity class associated with P systems with symport/antiport, membrane division rules, and with or without environment. As a consequence, we prove that the role of the environment is irrelevant in order to solve NP-complete problems in an efficient way.
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1 Preliminaries

An alphabet Σ is a non-empty set whose elements are called symbols. An ordered finite sequence of symbols is a string or word. If u and v are strings over Σ, then so
is their *concatenation* $uv$, obtained by juxtaposition, that is, writing $u$ and $v$ one after the other. The number of symbols in a string $u$ is the *length* of the string and it is denoted by $|u|$. As usual, the empty string (with length 0) will be denoted by $\lambda$. The set of all strings over an alphabet $\Gamma$ is denoted by $\Gamma^*$. In algebraic terms, $\Gamma^*$ is the free monoid generated by $\Gamma$ under the operation of concatenation. Subsets of $\Gamma^*$ are referred to as *languages* over $\Gamma$. The set of symbols occurring in a string $u \in \Gamma^*$ is denoted by $\text{alph}(u)$.

The *Parikh vector* associated with a string $u \in \Gamma^*$ with respect to the alphabet $\Sigma = \{a_1, \ldots, a_r\} \subseteq \Gamma$ is $\Psi_\Sigma(u) = ([u]_{a_1}, \ldots, [u]_{a_r})$, where $[u]_{a_i}$ denotes the number of occurrences of symbol $a_i$ in string $u$. The application $\Psi_\Sigma$ is called the *Parikh mapping* associated with $\Sigma$. Notice that, in this definition, the ordering of the symbols from $\Sigma$ is relevant. If $\Sigma_1 = \{a_{i_1}, \ldots, a_{i_k}\} \subseteq \Gamma$, then we define $\Psi_{\Sigma_1}(u) = ([u]_{a_{i_1}}, \ldots, [u]_{a_{i_k}})$, for each $u \in \Gamma^*$.

A *multiset* $m$ over a set $A$ is a pair $(A, f)$ where $f: A \rightarrow \mathbb{N}$ is a mapping. If $m = (A, f)$ is a multiset then its *support* is defined as $\text{supp}(m) = \{x \in A | f(x) > 0\}$. A multiset is empty (resp. finite) if its support is the empty set (resp. a finite set). If $m = (A, f)$ is a finite multiset over $A$ and $\text{supp}(m) = \{a_1, \ldots, a_k\}$, then it will be denoted as $m = \{a_1^{f(a_1)}, \ldots, a_k^{f(a_k)}\}$. That is, superscripts indicate the multiplicity of each element, and if $f(x) = 0$ for $x \in A$, then element $x$ is omitted. A finite multiset $m = \{a_1^{f(a_1)}, \ldots, a_k^{f(a_k)}\}$ can also be represented by the string $a_1^{f(a_1)} \cdots a_k^{f(a_k)}$ over the alphabet $\{a_1, \ldots, a_k\}$. Nevertheless, all permutations of this string identify the same multiset $m$ precisely. We denote by $\emptyset$ the empty multiset and we denote by $\mathcal{M}_f(\Gamma)$ the set of all finite multisets over $\Gamma$. Throughout this paper, we speak about “the finite multiset $m$” where $m$ is a string, meaning “the finite multiset represented by the string $m$”. If $m_1 = (A, f_1)$, $m_2 = (A, f_2)$ are multisets over $A$, then we define the union of $m_1$ and $m_2$ as $m_1 + m_2 = (A, g)$, where $g = f_1 + f_2$, that is, $g(a) = f_1(a) + f_2(a)$, for each $a \in A$.

For any sets $A$ and $B$ the *relative complement* $A \setminus B$ of $B$ in $A$ is defined as follows: $A \setminus B = \{x \in A | x \notin B\}$. For any set $A$ we denote $|A|$ the cardinal (number of elements) of $A$, as usual.

In what follows, we assume the reader is already familiar with the basic notions and terminology of P systems. For details, see [7].

2 P Systems with Sympot/Antiport Rules and Membrane Division

Cell division is an elegant process that enables organisms to grow and reproduce. Mitosis is a process of cell division which results in the production of two daughter cells from a single parent cell. Daughter cells are identical to one another and to the original parent cell. Through a sequence of steps, the replicated genetic material in a parent cell is equally distributed to two daughter cells. While there are some subtle differences, mitosis is remarkably similar across organisms.
Before a dividing cell enters mitosis, it undergoes a period of growth where the cell replicates its genetic material and organelles. Replication is one of the most important functions of a cell. DNA replication is a simple and precise process that creates two complete strands of DNA (one for each daughter cell) where only one existed before (from the parent cell).

Next, we introduce an abstraction of these operations in the framework of P systems with symport/antiport rules. In these models, the membranes are not polarized; the membranes obtained by division have the same labels as the original membrane, and if a membrane is divided, its interaction with other membranes or with the environment is locked during the division process. In some sense, this means that while a membrane is dividing it closes its communication channels.

**Definition 1.** A P system with symport/antiport rules and membrane division of degree $q \geq 1$ is a tuple $\Pi = (\Gamma, \mathcal{E}, \mu, \mathcal{M}_1, \ldots, \mathcal{M}_q, \mathcal{R}_1, \ldots, \mathcal{R}_q, i_{\text{out}})$, where:

1. $\Gamma$ is a finite alphabet.
2. $\mathcal{E} \subseteq \Gamma$.
3. $\mu$ is a membrane structure (a rooted tree) whose nodes are injectively labelled with $1, 2, \ldots, q$.
4. $\mathcal{M}_1, \ldots, \mathcal{M}_q$ are multisets over $\Gamma$.
5. $\mathcal{R}_1, \ldots, \mathcal{R}_q$ are finite set of rules of the following forms:
   (a) Communication rules: $(u, \text{out})$, $(u, \text{in})$, $(u, \text{out}; v, \text{in})$, for $u, v$ multisets over $\Gamma$ and $|u| + |v| > 0$;
   (b) Division rules: $[a]_i \rightarrow [b]_i [c]_i$, where $i \neq i_{\text{out}}$ and $a, b, c \in \Gamma$;
6. $i_{\text{out}} \in \{0, 1, \ldots, q\}$.

A P system with symport/antiport rules and membrane division $\Pi = (\Gamma, \mathcal{E}, \mu, \mathcal{M}_1, \ldots, \mathcal{M}_q, \mathcal{R}_1, \ldots, \mathcal{R}_q, i_{\text{out}})$ of degree $q$ can be viewed as a set of $q$ membranes, labelled by $1, \ldots, q$, arranged in a hierarchical structure, such that: (a) $\mathcal{M}_1, \ldots, \mathcal{M}_q$ represent the finite multisets of objects initially placed in the $q$ membranes of the system; (b) $\mathcal{E}$ is the set of objects initially located in the environment of the system, all of them available in an arbitrary number of copies; and (c) $i_{\text{out}}$ represents a distinguished region which will encode the output of the system. We use the term region $i$ ($0 \leq i \leq q$) to refer to membrane $i$ in the case $1 \leq i \leq q$ and to refer to the environment in the case $i = 0$.

A rule of the type $(u, \text{out})$ or $(u, \text{in})$ is called a symport rule. A rule of the type $(u, \text{out}; v, \text{in})$, where $|u| + |v| > 0$, is called an antiport rule. A P system with symport rules (resp. with antiport rules) is a P system with only symport rules (resp. only antiport rules) as communication rules. The length of rule $(u, \text{out})$ or $(u, \text{in})$ (resp. $(u, \text{out}; v, \text{in})$) is defined as $|u|$ (resp. $|u| + |v|$).

An instantaneous description or a configuration at an instant $t$ of a P system with symport/antiport and membrane division is described by all multisets of objects over $\Gamma$ associated with all the membranes present in the system, and the
multiset of objects over $\Gamma - \mathcal{E}$ associated with the environment at that moment. Recall that there are infinitely many copies of objects from $\mathcal{E}$ in the environment, and hence this set is not properly changed along the computation. The initial configuration is $(M_1, \ldots, M_q; \emptyset)$.

A rule $(u, out) \in R_i$ is applicable to a configuration $C$ at an instant $t$ if membrane $i$ is in $C$ and multiset $u$ is contained in such membrane. When applying a rule $(u, out) \in R_i$, the objects specified by $u$ are sent out of membrane $i$ into the region immediately outside (its father), this can be the environment in the case of the skin membrane.

A rule $(u, in) \in R_i$ is applicable to a configuration $C$ at an instant $t$ if membrane $i$ is in $C$ and multiset $u$ is contained in the immediately upper region (its father), this is the environment in the case when the rule is associated with the skin membrane (the root of the tree $\mu$). When applying a rule $(u, in) \in R_i$, the multiset of objects $u$ enters the region defined by the membrane $i$ from the immediately upper region (its father), this is the environment in the case when the rule is associated with the skin membrane (the root of the tree $\mu$).

A rule $(u, out; v, in) \in R_i$ is applicable to a configuration $C$ at an instant $t$ if membrane $i$ is in $C$ and multiset $u$ is contained in such membrane, and multiset $v$ is contained in the immediately upper region (its father). When applying a rule $(u, out; v, in) \in R_i$, the objects specified by $u$ are sent out of membrane $i$ into the region immediately outside (its father), at the same time bringing the objects specified by $v$ into membrane $i$.

A rule $[a]_i \rightarrow [b]_i[c]_i \in R_i$ is applicable to a configuration $C$ at an instant $t$ if the following holds: (a) membrane $i$ is in $C$; (b) object $a$ is contained in such membrane; and (c) membrane $i$ is neither the skin membrane nor the output membrane (if $i_{out} \in \{1, \ldots, q\}$). When applying a division rule $[a]_i \rightarrow [b]_i[c]_i$, under the influence of object $a$, the membrane with label $i$ is divided into two membranes with the same label; in the first copy, object $a$ is replaced by object $b$, in the second one, object $a$ is replaced by object $c$; all the other objects residing in membrane $i$ are replicated and copies of them are placed in the two new membranes. The output membrane $i_{out}$ cannot be divided.

The rules of a P system with symport/antiport rules and membrane division are applied in a non-deterministic maximally parallel manner (at each step we apply a multiset of rules which is maximal, no further applicable rule can be added), with the following important remark: if a membrane divides, then the division rule is the only one which is applied for that membrane at that step; the objects inside that membrane do not evolve by means of communication rules. In other words, before division a membrane interrupts all its communication channels with the other membranes and with the environment. The new membranes resulting from division will interact with other membranes or with the environment only at the next step – providing that they do not divide once again. The label of a membrane precisely identifies the rules which can be applied to it.

Let us fix a P system with symport/antiport rules and membrane division $\Pi$. We say that configuration $C_1$ yields configuration $C_2$ in one transition step, denoted
by $C_1 \Rightarrow_H C_2$, if we can pass from $C_1$ to $C_2$ by applying the rules from $R_1 \cup \cdots \cup R_q$ following the previous remarks. A computation of $H$ is a (finite or infinite) sequence of configurations such that:

1. the first term of the sequence is the initial configuration of the system;
2. each non-initial configuration of the sequence is obtained from the previous configuration by applying rules of the system in a maximally parallel manner with the restrictions previously mentioned; and
3. if the sequence is finite (called halting computation) then the last term of the sequence is a halting configuration (a configuration where no rule of the system is applicable to it).

All computations start from an initial configuration and proceed as stated above; only halting computations give a result, which is encoded by the objects present in the output region $\iota_{out}$ in the halting configuration.

If $C = \{C_t\}_{t<r+1}$ of $\Pi$ ($r \in \mathbb{N}$) is a halting computation, then the length of $C$, denoted by $|C|$, is $r$, that is, $|C|$ is the number of non-initial configurations which appear in the finite sequence $C$. We denote by $C_i(i), 1 \leq i \leq q$, the multiset of objects over $\Gamma$ contained in all membranes labelled by $i$ (by applying division rules different membranes with the same label can be created) at configuration $C_t$. We denote by $C_t(0)$ the multiset of objects over $\Gamma \setminus \mathcal{E}$ contained in the environment at configuration $C_t$. Finally, we denote by $C_t^*$ the multiset $C_t(0) + C_t(1) + \cdots + C_t(q)$.

**Definition 2.** A P system with symport/antiport rules and membrane division $\Pi = (\Gamma, \mathcal{E}, \mu, M_1, \ldots, M_q, R_1, \ldots, R_q, \iota_{out})$, where $\mathcal{E} = \emptyset$, is called a P system with symport/antiport rules, membrane division and without environment.

Usually, we omit the alphabet of the environment in the tuple describing such a P system.

### 3 Recognizer P systems with symport/antiport rules

Let us recall that a decision problem is a pair $(I_X, \theta_X)$ where $I_X$ is a language over a finite alphabet (whose elements are called instances) and $\theta_X$ is a total boolean function over $I_X$. Many abstract problems are not decision problems. For example, in combinatorial optimization problems some value must be optimized (minimized or maximized). In order to deal with such problems, they can be transformed into roughly equivalent decision problems by supplying a target/threshold value for the quantity to be optimized, and then asking whether this value can be attained.

There exists a correspondence between decision problems and formal languages. So that, the solvability of decision problems is defined through the recognition of the languages associated with them.

In order to study the computing efficiency of membrane systems, the notions from classical computational complexity theory are adapted for membrane computing, and a special class of cell-like P systems is introduced in [10]: recognizer P systems (called accepting P systems in a previous paper [9]).
**Definition 3.** A recognizer P system with symport/antiport rules and membrane division of degree $q \geq 1$ is a tuple

$$\Pi = (\Gamma, \mathcal{E}, \Sigma, \mathcal{M}_1, \ldots, \mathcal{M}_q, R_1, \ldots, R_q, i_{in}, i_{out})$$

where:

- $(\Gamma, \mathcal{E}, \mathcal{M}_1, \ldots, \mathcal{M}_q, R_1, \ldots, R_q, i_{out})$ is a P system with symport/antiport rules and membrane division of degree $q \geq 1$, as defined in the previous section;
- The working alphabet $\Gamma$ has two distinguished objects yes and no, at least one copy of them present in some initial multisets $\mathcal{M}_1, \ldots, \mathcal{M}_q$, but none of them is present in $\mathcal{E}$;
- $\Sigma$ is an (input) alphabet strictly contained in $\Gamma$ such that $\mathcal{E} \cap \Sigma = \emptyset$;
- $\mathcal{M}_1, \ldots, \mathcal{M}_q$ are multisets over $\Gamma \setminus \Sigma$;
- $i_{in} \in \{1, \ldots, q\}$ is the input membrane;
- The output region $i_{out}$ is the environment;
- All computations halt;
- If $C$ is a computation of $\Pi$, then either object yes or object no (but not both) must have been released into the output region (the environment), and only at the last step of the computation.

**Definition 4.** A recognizer P system with symport/antiport rules, membrane division and without environment of degree $q \geq 1$ is a tuple

$$\Pi = (\Gamma, \mathcal{E}, \Sigma, \mathcal{M}_1, \ldots, \mathcal{M}_q, R_1, \ldots, R_q, i_{in}, i_{out})$$

where:

- $(\Gamma, \mathcal{E}, \Sigma, \mathcal{M}_1, \ldots, \mathcal{M}_q, R_1, \ldots, R_q, i_{out})$ is a P system with symport/antiport rules and membrane division.
- The working alphabet $\Gamma$ has two distinguished objects yes and no, at least one copy of them present in some initial multisets $\mathcal{M}_1, \ldots, \mathcal{M}_q$, but none of them is present in $\mathcal{E}$.
- $\mathcal{E} = \emptyset$.
- $\Sigma$ is an (input) alphabet strictly contained in $\Gamma$ such that $\mathcal{E} \cap \Sigma = \emptyset$.
- $\mathcal{M}_1, \ldots, \mathcal{M}_q$ are multisets over $\Gamma \setminus \Sigma$.
- $i_{in} \in \{1, \ldots, q\}$ is the input membrane.
- $i_{out} \in \{1, \ldots, q\}$ is the output membrane.
- All computations halt.
- If $C$ is a computation of $\Pi$, then either object yes or object no (but not both) must have been released into the output region, and only at the last step of the computation.

For each multiset $m \in \mathcal{M}_{\mathcal{E}}(\Sigma)$, the computation of the system $\Pi$ with input $m \in \mathcal{M}_{\mathcal{E}}(\Sigma)$ starts from the configuration of the form $(\mathcal{M}_1, \ldots, \mathcal{M}_{i_{in}} + m, \ldots, \mathcal{M}_q; \emptyset)$, that is, the input multiset $m$ has been added to the contents of the input membrane $i_{in}$, and we denote it by $\Pi + m$. Therefore, we have an initial configuration.
associated with each input multiset \( m \) (over the input alphabet \( \Sigma \)) in this kind of systems.

Given a recognizer P system with symport/antiport rules (with or without environment) and a halting computation \( \mathcal{C} = \{ \mathcal{C}_t \}_{1 \leq r+1} \) of \( \Pi \) (\( r \in \mathbb{N} \)), we define the result of \( \mathcal{C} \) as follows:

\[
\text{Output}(\mathcal{C}) = \begin{cases} 
\text{yes}, & \text{if } \Psi\{\text{yes}, \text{no}\}(M_{r,i_{\text{out}}}) = (1, 0) \land \\
\text{no}, & \text{if } \Psi\{\text{yes}, \text{no}\}(M_{t,i_{\text{out}}}) = (0, 0) \text{ for } t = 0, \ldots, r - 1 
\end{cases}
\]

where \( \Psi \) is the Parikh mapping, and \( M_{t,i_{\text{out}}} \) is the multiset over \( \Gamma \setminus \mathcal{E} \) associated with the output region at the configuration \( \mathcal{C}_t \), in particular, \( M_{r,i_{\text{out}}} \) is the multiset over \( \Gamma \setminus \mathcal{E} \) associated with the output region at the halting configuration \( \mathcal{C}_r \).

We say that a computation \( \mathcal{C} \) is an accepting computation (respectively, rejecting computation) if \( \text{Output}(\mathcal{C}) = \text{yes} \) (resp., \( \text{Output}(\mathcal{C}) = \text{no} \)), that is, if object \( \text{yes} \) (resp., object \( \text{no} \)) appears in the output region associated with the corresponding halting configuration of \( \mathcal{C} \), and neither object \( \text{yes} \) nor \( \text{no} \) appears in the output region associated with any non–halting configuration of \( \mathcal{C} \).

Let us notice that if a recognizer P system \( \Pi = (\Gamma, \mathcal{E}, \Sigma, M_1, \ldots, M_q, R_1, \ldots, R_q, i_{\text{in}}, i_{\text{out}}) \) has a symport rule of the type \((i, \lambda/u, 0)\) then \( \text{alph}(u) \cap (\Gamma \setminus \mathcal{E}) \neq \emptyset \), that is, the multiset \( u \) must contains some object from \( \Gamma \setminus \mathcal{E} \) because on the contrary, all computations of \( \Pi \) would be not halting.

For each natural number \( k \geq 1 \), we denote by \( \text{CDC}(k) \) (respectively, \( \text{CDS}(k) \) or \( \text{CDA}(k) \)) the class of recognizer P systems with membrane division and with symport/antiport rules (resp., allowing only symport or antiport rules) of length at most \( k \). In the case of P systems without environment, we denote by \( \overline{\text{CDC}}(k) \) (\( \overline{\text{CDS}}(k) \) or \( \overline{\text{CDA}}(k) \) respectively) the class of recognizer P systems with membrane division without environment and with symport/antiport rules (allowing only symport or only antiport rules respectively) of length at most \( k \).

4 Polynomial Complexity Classes of P Systems with Symport/Antiport

In this section, we define what solving a decision problem in the framework of P systems with symport/antiport rules in a uniform and efficient way, means. Bearing in mind that they provide devices with a finite description, a numerable family of membrane systems will be necessary in order to solve a decision problem.

**Definition 5.** We say that a decision problem \( X = (I_X, \theta_X) \) is solvable in a uniform way and polynomial time by a family \( \Pi = \{ \Pi(n) \mid n \in \mathbb{N} \} \) of recognizer P systems with symport/antiport rules and membrane division (with or without environment) if the following holds:
• The family $\Pi$ is polynomially uniform by Turing machines, that is, there exists a deterministic Turing machine working in polynomial time which constructs the system $\Pi(n)$ from $n \in \mathbb{N}$.

• There exists a pair $(\text{cod}, s)$ of polynomial-time computable functions over $I_X$ such that:
  - for each instance $u \in I_X$, $s(u)$ is a natural number, and cod$(u)$ is an input multiset of the system $\Pi(s(u))$;
  - for each $n \in \mathbb{N}$, $s^{-1}(n)$ is a finite set;
  - the family $\Pi$ is polynomially bounded with regard to $(X, \text{cod}, s)$, that is, there exists a polynomial function $p$, such that for each $u \in I_X$ every computation of $\Pi(s(u))$ with input cod$(u)$ is halting and it performs at most $p(|u|)$ steps;
  - the family $\Pi$ is sound with regard to $(X, \text{cod}, s)$, that is, for each $u \in I_X$, if there exists an accepting computation of $\Pi(s(u))$ with input cod$(u)$, then $\theta_X(u) = 1$;
  - the family $\Pi$ is complete with regard to $(X, \text{cod}, s)$, that is, for each $u \in I_X$, if $\theta_X(u) = 1$, then every computation of $\Pi(s(u))$ with input cod$(u)$ is an accepting one.

From the soundness and completeness conditions above we deduce that every P system $\Pi(n)$ is confluent, in the following sense: every computation of a system with the same input multiset must always give the same answer.

Let $R$ be a class of recognizer P systems with symport/antiport rules. We denote by $\text{PMC}_R$ the set of all decision problems which can be solved in a uniform way and polynomial time by means of families of systems from $R$. The class $\text{PMC}_R$ is closed under complement and polynomial-time reductions [9].

In what follows, we prove two technical results concerning recognizer P systems.

**Proposition 1.** Let $\Pi = (\Gamma, \mathcal{E}, \Sigma, M_1, \ldots, M_q, \mathcal{R}_1, \ldots, \mathcal{R}_q, i_{\text{in}}, i_{\text{out}})$ be a recognizer P systems with symport/antiport rules with length at most $k$, $k \geq 2$, and without membrane division. Let $M = |M_1 + \cdots + M_q|$ and let $C = (C_0, C_1, \ldots, C_m)$ be a computation of $\Pi$. Then, $|C_0| = M$, and for each $t$, $0 \leq t < m$, we have

$$|C_{t+1}^*| \leq |C_t^*| \cdot k, \text{ and } |C_{t+1}^*| \leq M \cdot k^t$$

**Proof:** Obviously, $|C_t^*| = |C_0(0) + C_0(1) + \cdots + C_0(q)| = |M_1 + \cdots + M_q| = M$. Suppose $0 \leq t < m$, and let us compute $C_{t+1}^* = C_{t+1}(0) + C_{t+1}(1) + \cdots + C_{t+1}(q)$. Bearing in mind that only the skin membrane can send and receive objects from the environment, we have

$$C_{t+1}(0) + C_{t+1}(2) + C_{t+1}(3) + \cdots + C_{t+1}(q) \subseteq C_t(0) + C_t(1) + \cdots + C_t(q)$$

Next, let us see what objects membrane 1 can receive at step $t + 1$.

• On the one hand, membrane 1 can receive objects from $C_t(0)$.
• On the other hand, membrane 1 can receive objects from $\mathcal{E}$ by means of rules in the skin membrane of the types:
There exists a polynomial function \( M \) such that for each instance \( u \in I_X \), \( 2^{(|u|)} \) is an upper bound of the number of objects in all membranes of the system \( \Pi(s(u)) + \text{cod}(u) \) along any computation.

**Proof:** Let \( p(n) \) be a polynomial function such that for each \( u \in I_X \) every computation of \( \Pi(s(u)) + \text{cod}(u) \) is halting and it performs at most \( p(|u|) \) steps.

Let \( u \in I_X \) be an instance of \( X \) and

\[
\Pi(s(u)) + \text{cod}(u) = (\Gamma, E, \Sigma, M_1, \ldots, M_q, R_1, \ldots, R_q, i_{in}, i_{out})
\]

Let \( M = |M_1 + \cdots + M_q| \). Let \( \mathcal{C} = (C_0, C_1, \ldots, C_m) \), \( 0 \leq m \leq p(|u|) \), be a computation of \( \Pi \).

First, let us suppose that we apply only communication rules at \( m \) consecutive transition steps. From Proposition 1 we deduce that \( |C_0| = M \) and \( |C_{t+1}| \leq M \cdot k^t \), for each \( t \), \( 0 \leq t < m \). Thus, if we apply in a consecutive way the maximum possible number of communication rules (without applying any division rules) to the system \( \Pi(s(u)) + \text{cod}(u) \), in any instant of any computation of the system, \( M \cdot k^{p(|u|)} \) is an upper bound of the number of objects in the whole system.

Now, let us consider the effect of applying in a consecutive way the maximum possible number of division rules (without applying any communication rules) to the system \( \Pi(s(u)) + \text{cod}(u) \) when the initial configuration has \( M \cdot k^{p(|u|)} \) objects. After that, an upper bound of the number of objects in the whole system by any computation is \( M \cdot k^{p(|u|)} \cdot 2^{p(|u|)} \cdot p(|u|) \). Then, we consider a polynomial function \( r(n) \) such that \( r(|u|) \geq \log(M) + p(|u|) \cdot (1 + \log k) + \log(p(|u|)) \), for each instance \( u \in I_X \). The polynomial function \( r(n) \) fulfills the property required.

\( \square \)
Corollary 1. Let $\Pi = \{\Pi(n) \mid n \in \mathbb{N}\}$ a family of recognizer P systems with symport/antiport rules and membrane division, solving a decision problem $X = (I_X, \theta_X)$ in polynomial time according to Definition 5. Let $(\text{cod}, s)$ a polynomial encoding associated with that solution. Then, there exists a polynomial function $r(n)$ such that for each instance $u \in I_X$, $2^{r(|u|)}$ is an upper bound of the number of objects from $E$ which are moved from the environment to all membranes of the system $\Pi(s(u)) + \text{cod}(u)$ along any computation.

Proof: It suffices to note that from Proposition 2 there exists a polynomial function $r(u)$ such that for each instance $u \in I_X$, $2^{r(|u|)}$ is an upper bound of the number of objects in all membranes of the system $\Pi(s(u)) + \text{cod}(u)$. $\square$

5 Simulating Systems from CDC($k$) by Means of Systems from CDC($k$)

The goal of this section is to show that any P system with symport/antiport rules and membrane division can be simulated by a P system symport/antiport rules, membrane division and without environment, in an efficient way.

First of all, we define the meaning of efficient simulations in the framework of recognizer P systems with symport/antiport rules.

Definition 6. Let $\Pi$ and $\Pi'$ be recognizer P systems with symport/antiport rules. We say that $\Pi'$ simulates $\Pi$ in an efficient way if the following holds:

1. $\Pi'$ can be constructed from $\Pi$ by a deterministic Turing machine working in polynomial time.
2. There exists an injective function, $f$, from the set $\text{Comp}(\Pi)$ of computations of $\Pi$ onto the set $\text{Comp}(\Pi')$ of computations of $\Pi'$ such that:
   * There exists a deterministic Turing machine that constructs computation $f(C)$ from computation $C$ in polynomial time.
   * A computation $C \in \text{Comp}(\Pi)$ is an accepting computation if and only if $f(C) \in \text{Comp}(\Pi')$ is an accepting one.
   * There exists a polynomial function $p(n)$ such that for each $C \in \text{Comp}(\Pi)$ we have $|f(C)| \leq p(|C|)$.

Now, for every family of recognizer P system with symport/antiport rules and membrane division solving a decision problem, we design a family of recognizer P systems with symport/antiport rules, membrane division and without environment efficiently simulating it, according to Definition 6.

In what follows throughout this Section, let $\Pi = \{\Pi(n) \mid n \in \mathbb{N}\}$ a family of recognizer P systems with symport/antiport rules and membrane division solving a decision problem $X = (I_X, \theta_X)$ in polynomial time according to Definition 5, and let $r(n)$ be a polynomial function such that for each instance $u \in I_X$, $2^{r(|u|)}$ is an upper bound of the number of objects from $E$ which are moved from the environment to all membranes of the system by any computation of $\Pi(s(u)) + \text{cod}(u)$. 


Definition 7. For each \( n \in \mathbb{N} \), let

\[ \Pi(n) = (\Gamma, \mathcal{E}, \Sigma, \mu, \mathcal{M}_1, \ldots, \mathcal{M}_q, \mathcal{R}_1, \ldots, \mathcal{R}_q, i_{in}, i_{out}) \]

an element of the previous family \( \Pi \), and for the sake of simplicity we denote \( r \) instead of \( r(n) \) and 1 is the label of the skin membrane. Let us consider the recognizer P system with symport/antiport rules of degree \( q_1 = 1 + q \cdot (r + 2) + |\mathcal{E}| \), with membrane division and without environment

\[ S(\Pi(n)) = (\Gamma', \Sigma', \mu', \mathcal{M}_0', \mathcal{M}_1', \ldots, \mathcal{M}_q', \mathcal{R}_0', \mathcal{R}_1', \ldots, \mathcal{R}_q', i_{in}', i_{out}') \]

defined as follows:

- \( \Gamma' = \Gamma \cup \{ \alpha_i : 0 \leq i \leq r - 1 \} \).
- \( \Sigma' = \Sigma \).
- Each membrane \( i \in \{1, \ldots, q\} \) of \( \Pi \) provides a membrane of \( S(\Pi(n)) \) with the same label. In addition, \( S(\Pi(n)) \) has:
  - \( r + 1 \) new membranes, labelled by \((i, 0), (i, 1), \ldots, (i, r)\), respectively, for each \( i \in \{1, \ldots, q\} \).
  - A distinguished membrane labelled by 0.
  - A new membrane, labelled by \( b_0 \), for each \( b \in \mathcal{E} \).
- \( \mu' \) is the rooted tree obtained from \( \mu \) as follows:
  - Membrane 0 is the root of \( \mu' \) and it is the father of the root of \( \mu \).
  - For each \( b \in \mathcal{E} \), membrane 0 is the father of membrane \( b_0 \).
  - We consider a linear structure whose nodes are \((i, 0), (i, 1), \ldots, (i, r)\) and such that \((i, j)\) is the father of \((i, j - 1)\), for each \( 1 \leq i \leq q \) and \( 1 \leq j \leq r \).
  - For each membrane \( i \) of \( \mu \) we add the previous linear structure being membrane \( i \) the father of membrane \((i, r)\).
- Initial multisets: \( \mathcal{M}_0 = \emptyset \), \( \mathcal{M}_{i_0} = \{ \alpha_0 \} \), for each \( b \in \mathcal{E} \), and

\[
(1 \leq i \leq q) \quad \begin{align*}
\mathcal{M}'_{i,0} &= \mathcal{M}_i, \\
\mathcal{M}'_{i,1} &= \emptyset, \\
\vdots & \quad \vdots \\
\mathcal{M}'_{i,r} &= \emptyset, \\
\mathcal{M}'_{i} &= \emptyset
\end{align*}
\]

- Set of rules:

\[ \mathcal{R}_0' \cup \mathcal{R}_1' \cup \ldots \cup \mathcal{R}_q' \cup \{ \mathcal{R}_{i,j} : 1 \leq i \leq q, 0 \leq j \leq r \} \cup \{ \mathcal{R}_{i,b} : b \in \mathcal{E} \} \]

where \( \mathcal{R}_0' = \emptyset \), \( \mathcal{R}_i' = \mathcal{R}_i \) for \( 1 \leq i \leq q \), and

\[
\mathcal{R}_{i,j} = \{ (a, \text{out}; \lambda, \text{in}) : a \in \Gamma \}, \quad \text{for } 1 \leq i \leq q \land 0 \leq j \leq r
\]

\[
\mathcal{R}_{i,b} = \{ [\alpha_j]_{i_b} \rightarrow [\alpha_j+1]_{i_b}, [\alpha_j+1]_{i_b} : 0 \leq j \leq r - 2 \} \cup \\
\{ [\alpha_r]_{i_b} \rightarrow [b]_{i_b}, [b]_{i_b}, (l_b, \text{out}; \lambda, \text{in}) \}, \quad \text{for } b \in \mathcal{E}
\]

- \( i_{in}' = (i_{in}, 0) \), and \( i_{out}' = 0 \).
Let us notice that $S(\Pi(n))$ can be considered as an extension of $\Pi(n)$ without environment, in the following sense:

- $\Gamma \subseteq I'$, $\Sigma \subseteq \Sigma'$ and $\mathcal{E} = \emptyset$.
- Each membrane in $\Pi$ is also a membrane in $S(\Pi(n))$.
- There is a distinguished membrane in $S(\Pi(n))$ labelled by 0 which plays the role of environment of $\Pi(n)$.
- $\mu$ is a subtree of $\mu'$.
- $\mathcal{R} \subseteq \mathcal{R}'$, and now 0 is the label of a “ordinary membrane” in $S(\Pi(n))$.

Next, we analyze the structure of the computations of system $S(\Pi(n))$ and we compare them with the computations of $\Pi(n)$.

**Lemma 1.** Let $C' = (C'_0, C'_1, \ldots)$ be a computation of $S(\Pi(n))$. For each $t$ ($1 \leq t \leq r$) the following holds:

- $C'_t(i) = \emptyset$, for $0 \leq i \leq q$.
- For each $1 \leq i \leq q$, and $0 \leq j \leq r$ we have:

$$C'_t(i, j) = \begin{cases} \mathcal{M}_i, & \text{if } j = t \\ \emptyset, & \text{if } j \neq t \end{cases}$$

- For each $b \in \mathcal{E}$, there exist $2^q$ membranes labelled by $l_b$ whose father is membrane 0 and their content is:

$$C'_t(l_b) = \begin{cases} \{\alpha_i\}, & \text{if } 1 \leq t \leq r-1 \\ \{b\}, & \text{if } t = r \end{cases}$$

**Proof:** By induction on $t$.

Let us start with the basic case $t = 1$. The initial configuration of system $S(\Pi(n))$ is the following:

- $C'_0(i) = \emptyset$, for $0 \leq i \leq q$.
- For each $1 \leq i \leq q$ we have $C'_0(i, 0) = \mathcal{M}_i$, and $C'_0(i, j) = \emptyset$, for $1 \leq j \leq r$.
- For each $b \in \mathcal{E}$, there exists only one membrane labelled by $l_b$ whose contents is $\{\alpha_0\}$.

At configuration $C'_0$, only the following rules are applicable:

- $[\alpha_0]_{l_b} \rightarrow [\alpha_1]_{l_b} [\alpha_1]_{l_b}$, for each $b \in \mathcal{E}$.
- $(a, \text{out}; \lambda, \text{in}) \in \mathcal{R}(i, 0)$, for each $a \in \text{supp}(\mathcal{M}_i)$.

Thus, (a) For each $i$ ($1 \leq i \leq q$) we have:

$$\begin{align*}
C'_1(i) &= \emptyset \\
C'_1(0) &= \emptyset \\
C'_1(i, 0) &= \emptyset \\
C'_1(i, 1) &= \mathcal{M}_i \\
C'_1(i, j) &= \emptyset, \text{ for } 2 \leq j \leq r
\end{align*}$$
(b) For each $b \in \mathcal{E}$, there are 2 membranes labelled by $l_b$ whose father is membrane 0 and their content is $\{a_1\}$.

Hence, the result holds for $t = 1$.

By induction hypothesis, let $t$ be such that $1 \leq t < r$, and let us suppose the result holds for $t$, that is,

- $C'_t(i) = \emptyset$, for $0 \leq i \leq q$.
- For each $1 \leq i \leq q$, and $0 \leq j \leq r$ we have:
  \[
  C'_t(i,j) = \begin{cases} 
  M_i, & \text{if } j = t \\
  \emptyset, & \text{if } j \neq t
  \end{cases}
  \]
- For each $b \in \mathcal{E}$, there exist 2 membranes labelled by $b$, whose father is membrane 0 and their content is $C'_t(l_b) = \{a_1\}$ (because $t \leq r - 1$).

Then, at configuration $C'_t$ only the following rules are applicable:

1. If $t \leq r - 2$, the rules $[\alpha_1]_{l_b} \rightarrow [\alpha_{t+1}]_{l_b}$, for each $b \in \mathcal{E}$.
2. If $t = r - 1$, the rules $[\alpha_1]_{l_b} \rightarrow [b]_{l_b}$, for each $b \in \mathcal{E}$.
3. $(a, \text{out}; \lambda, \text{in}) \in \mathcal{R}(i,t)$, for each $a \in \text{supp}(M_i)$.

From the application of rules of types (1) or (2) at configuration $C'_t$, we deduce that there are $2^{t+1}$ membranes labelled by $l_b$ in $C'_{t+1}$, for each $b \in \mathcal{E}$, whose father is membrane 0 and their content is $\{a_{t+1}\}$, if $t \leq r - 2$, or $\{b\}$, if $t = r - 1$.

From the application of rules of type (3) at configuration $C'_t$, we deduce that

\[
C'_{t+1}(i,j) = \begin{cases} 
  M_i, & \text{if } j = t + 1 \\
  \emptyset, & \text{if } 0 \leq j \leq r \land j \neq t + 1
  \end{cases}
\]

Bearing in mind that no other rule of system $S(I(n))$ is applicable, we deduce that $C'_{t+1}(i) = \emptyset$, for $0 \leq i \leq q$.

This completes the proof of this Lemma.

\[\square\]

**Lemma 2.** Let $C' = (C'_0, C'_1, \ldots)$ be a computation of the P system $S(I(n))$. Configuration $C'_{r+1}$ is the following:

1. $C'_{t+1}(0) = b_{t+1}^{\ast} \ldots b_{r}^{\ast}$, where $\mathcal{E} = \{b_1, \ldots, b_n\}$.
2. $C'_{t+1}(i) = M_i = C_0(i)$, for $1 \leq i \leq q$.
3. $C'_{t+1}(i,j) = \emptyset$, for $1 \leq i \leq q$, $0 \leq j \leq r$.
4. For each $b \in \mathcal{E}$, there exist 2 membranes labelled by $l_b$ whose father is membrane 0 and their content is empty.

**Proof:** From Lemma 1, the configuration $C'_t$ is the following:

- $C'_t(i) = \emptyset$, for $0 \leq i \leq q$.
- For each $i$ ($1 \leq i \leq q$) we have
  \[
  C'_t(i,j) = \begin{cases} 
  M_i, & \text{if } j = r \\
  \emptyset, & \text{if } j \neq r
  \end{cases}
  \]
For each \( b \in \mathcal{E} \), there exist \( 2^r \) membranes labelled by \( b \) whose father is membrane 0 and their content is \( \{b\} \).

At configuration \( C'_r \) only the following rules are applicables:

\( \{a, \text{out}; \lambda, \text{in}\} \in \mathcal{R}(i,r) \), for each \( a \in \Gamma \cap \text{supp}(M_i) \).

\( \{b, \text{out}; \lambda, \text{in}\} \in \mathcal{R}_b \), for each \( b \in \mathcal{E} \).

Thus,

\[ C'_{r+1}(0) = b_1^2 \ldots b_n^2, \]

where \( \mathcal{E} = \{b_1, \ldots, b_n\} \).

\[ C'_{r+1}(i) = M_i = C_0(i), \] for \( 1 \leq i \leq q \).

\[ C'_{r+1}(i,j) = \emptyset, \] for \( 1 \leq i \leq q \) and \( 0 \leq j \leq r \).

For each \( b \in \mathcal{E} \), there exist \( 2^r \) membranes labelled by \( b \) whose father is membrane 0 and their content is empty.

\[ \square \]

**Definition 8.** Let \( C = (C_0, C_1, \ldots, C_m) \) be a halting computation of \( \Pi(n) \). Then we define the computation \( S(C) = (C'_0, C'_1, \ldots, C'_r, C'_{r+1}, \ldots, C'_{r+1+m}) \) of \( S(\Pi(n)) \) as follows:

1. The initial configuration is:

\[
\begin{cases}
C'_0(i) = \emptyset, \text{ for } 0 \leq i \leq q \\
C'_0(i,0) = C_0(i), \text{ for } 1 \leq i \leq q \\
C'_0(i,j) = \emptyset, \text{ for } 1 \leq i \leq q \text{ and } 1 \leq j \leq r \\
C'_0(b) = \alpha_0, \text{ for each } b \in \mathcal{E}
\end{cases}
\]

2. The configuration \( C'_r \), for \( 1 \leq t \leq r \), is described by Lemma 1.

3. The configuration \( C'_{r+1} \) is described by Lemma 2.

4. The configuration \( C'_{r+1+s} \), for \( 0 \leq s \leq m \), coincides with the configuration \( C_s \) of \( \Pi \), that is, \( C_s(i) = C'_{r+1+s}(i) \), for \( 1 \leq i \leq q \). The content of the remaining membranes (excluding membrane 0) at configuration \( C'_{r+1+s} \) is equal to the content of that membrane at configuration \( C'_{r+1} \), that is, these membranes do not evolve after step \( r + 1 \).

That is, every computation \( C \) of \( \Pi(n) \) can be "reproduced" by a computation \( S(C) \) of \( S(\Pi(n)) \) with a delay: from step \( r + 1 \) to step \( r + 1 + m \), the computation \( S(C) \) restricted to membranes 1, \ldots, \( q \) provides the computation \( C \) of \( \Pi(n) \).

From Lemma 1 and Lemma 2 we deduce the following:

(a) \( S(C) \) is a computation of \( S(\Pi(n)) \).
(b) \( S \) is an injective function from \( \text{Comp}(\Pi(n)) \) onto \( \text{Comp}(S(\Pi(n))) \).

**Proposition 3.** The P system \( S(\Pi(n)) \) defined in Definition 7 simulates \( \Pi(n) \) in an efficient way.

**Proof.** In order to show that \( S(\Pi(n)) \) can be constructed from \( \Pi(n) \) by a deterministic Turing machine working in polynomial time, it is enough to note that the amount of resources needed to construct \( S(\Pi(n)) \) from \( \Pi(n) \) is polynomial in the size of the initial resources of \( \Pi(n) \). Indeed,
1. The size of the alphabet of \( S(\Pi(n)) \) is \( |\Gamma'| = |\Gamma| + r \).

2. The initial number of membranes of \( S(\Pi(n)) \) is \( 1 + q \cdot (r + 2) + |\mathcal{E}| \).

3. The initial number of objects of \( S(\Pi(n)) \) is the initial number of objects of \( \Pi(n) \) plus \( |\mathcal{E}| \).

4. The number of rules of \( S(\Pi(n)) \) is \( |R'| = |R| + (r + 1) \cdot |\mathcal{E}| + |\Gamma| \cdot q \cdot (r + 1) \).

5. The maximal length of a communication rule of \( S(\Pi(n)) \) is equal to the maximal length of a communication rule of \( \Pi(n) \).

From Lemma 1 and Lemma 2 we deduce that:

(a) Every computation \( C' \) of \( S(\Pi(n)) \) has associated a computation \( C \) of \( \Pi(n) \) such that \( S(C) = C' \) in a natural way.

(b) The function \( S \) is injective.

(c) A computation \( C \) of \( \Pi(n) \) is an accepting computation if and only if \( S(C) \) is an accepting computation of \( S(\Pi(n)) \).

Finally, let us notice that if \( C \) is a computation of \( \Pi(n) \) with length \( m \), then \( S(C) \) is a computation of \( S(\Pi(n)) \) with length \( r + 1 + m \).

6 Computational Complexity Classes of P Systems with Membrane Division and Without Environment

In this Section, we analyze the role of the environment in the efficiency of P systems with membrane division. That is, we study the ability of these P systems with respect to the computational efficiency when the alphabet of the environment is an empty set.

**Theorem 1.** For each \( k \in \mathbb{N} \) we have \( \text{PMC}_{\text{CDC}(k+1)} = \text{PMC}_{\text{CDC}(k+1)} \).

**Proof:** Let us recall that \( \text{PMC}_{\text{CDC}(1)} = \mathbb{P} \) (see [4] for details). Then,

\[
\mathbb{P} \subseteq \text{PMC}_{\text{CDC}(1)} \subseteq \text{PMC}_{\text{CDC}(1)} = \mathbb{P}
\]

Thus, the result holds for \( k = 0 \). Let us show the result holds for \( k \geq 1 \).

Since \( \text{CDC}(k+1) \subseteq \text{CDC}(k+1) \) it suffices to prove that \( \text{PMC}_{\text{CDC}(k+1)} \subseteq \text{PMC}_{\text{CDC}(k+1)} \). For that, let \( X \in \text{PMC}_{\text{CDC}(k+1)} \).

Let \( \{\Pi(n) \mid n \in \mathbb{N}\} \) be a family of P systems from \( \text{CDC}(k+1) \) solving \( X \) according to Definition 5. Let \( (\text{cod}, s) \) be a polinomial encoding associated with that solution. Let \( u \in I_X \) be an instance of the problem \( X \) that will be processed by the system \( \Pi(s(u)) + \text{cod}(u) \). According to Proposition 2, let \( r(n) \) be a polynomial function that \( 2^{r(|u|)} \) is an upper bound of the number of objects from \( \mathcal{E} \) which are moved from the environment to all membranes of the system by any computation of

\[
\Pi(s(u)) + \text{cod}(u) = (\Gamma, \mathcal{E}, \Sigma, M_1, \ldots, M_{i_{in}} + \text{cod}(u), \ldots, M_q, R, i_{in}, i_{out})
\]
Then, we consider the P system without environment
\[ S(\Pi(s(u))) + \text{cod}(u) = (\Gamma', \Sigma', \mathcal{M}_0', \mathcal{M}_1', \ldots, \mathcal{M}_{i_n'}, \mathcal{R}', \iota_{i_n'}, \iota_{\text{out}}') \]
according to Definition 7, where \( q_1 = 1 + q \cdot (r(|u|) + 2) + |\mathcal{E}|. \)

Therefore, \( S(\Pi(s(u))) + \text{cod}(u) \) is a P system from \( \text{CDC}(k + 1) \) such that verifies the following:

- A distinguished membrane labelled by 0 has been considered, which will play the role of the environment at the system \( \Pi(s(u)) + \text{cod}(u) \).
- At the initial configuration, it has enough objects in membrane 0 in order to simulate the behaviour of the environment of the system \( \Pi(s(u)) + \text{cod}(u) \).
- After \( r(n) + 1 \) step, computations of \( \Pi(s(u)) + \text{cod}(u) \) are reproduced by the computations of \( S(\Pi(s(u))) + \text{cod}(u) \) exactly.

Let us suppose that \( \mathcal{E} = \{b_1, \ldots, b_n\} \). In order to simulate \( \Pi(s(u)) + \text{cod}(u) \) by a P system without environment in an efficient way, we need to have enough objects in the membrane of \( S(\Pi(s(u))) + \text{cod}(u) \) labelled by 0 available. Specifically, \( 2^{r(n)} \) objects in that membrane are enough.

In order to start the simulation of any computation \( \mathcal{C} \) of \( \Pi(s(u)) + \text{cod}(u) \), it would be enough to have \( 2^{r(|u|)} \) copies of each object \( b_j \in \mathcal{E} \) in the membrane of \( S(\Pi(s(u))) + \text{cod}(u) \) labelled by 0. For this purpose,

- For each \( b \in \mathcal{E} \) we consider a membrane in \( S(\Pi(s(u))) + \text{cod}(u) \) labelled by \( b \) which only contains object \( \alpha_0 \) initially. We also consider the following rules:
  - \( [\alpha_j]_{l_b} \rightarrow [\alpha_{j+1}]_{l_b} \) for \( 0 \leq j \leq r(|u|) - 2 \),
  - \( [\alpha_{p(n)-1}]_{l_b} \rightarrow [b]_{l_b} \).
  - \( (b, \lambda, 0) \).

- By applying the previous rules, after \( r(|u|) \) transition steps we get \( 2^{r(|u|)} \) membranes labelled by \( b \), for each \( b \in \mathcal{E} \) in such a way that each of them contains only object \( b \).

Therefore, after the execution of \( r(|u|) + 1 \) transition steps in each computation of \( S(\Pi(s(u))) + \text{cod}(u) \) in membrane 0 of the corresponding configuration, we have \( 2^{r(|u|)} \) copies of each object \( b \in \mathcal{E} \). This number of copies is enough to simulate any computation \( \mathcal{C} \) of \( \Pi(s(u)) + \text{cod}(u) \) through the system \( S(\Pi(s(u)) + \text{cod}(u)) \).

From Proposition 3 we deduce that the family \( \{S(\Pi(n))\} \ n \in \mathbb{N} \) solves \( X \) in polynomial time according to Definition 5. Hence, \( X \in \text{PMC}_{\text{CDC}(k+1)}. \)

### 7 Conclusions and Further Works

Initial configurations of ordinary P systems with symport/antiport rules have an arbitrarily large amount of copies of some kind of objects belonging to a distinguished alphabet which specifies the environment of the system.
The previous condition is no too nice from the computational complexity point of view. In this paper, we show that in P systems with symport/antiport rules and membrane division the environment can be “removed” without a loss of efficiency.
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Summary. Classical membrane systems with symport/antiport rules observe the conservation law, in the sense that they compute by changing the places of objects with respect to the membranes, and not by changing the objects themselves. In these systems the environment plays an active role because the systems not only send objects to the environment, but also bring objects from the environment. In the initial configuration of a system, there is a special alphabet whose elements appear in an arbitrary large number of copies. The ability of these computing devices with infinite copies of some objects has been widely exploited in the design of efficient solutions to computationally hard problems. This paper deals with computational aspects of P systems with symport/antiport rules and membrane division rules or membrane separation rules. Specifically, we study the limitations of such P systems when the only communication rules allowed have length 1.
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1 Introduction

In Chapter 3, the computation efficiency of membrane systems has been studied and new techniques and tools have been provided to tackle the P versus NP problem. For that, two framework has been considered: cell-like P systems with active membranes (with or without using electrical charges) and tissue-like P systems
with cell division or cell separation. In both cases, the communication rules are different. In the case of cell-like P systems, evolution rules, send-in and send-out rules and dissolution rules are considered. In the case of tissue-like P systems, communication rules have been implemented by using symport/antiport rules.

Membrane computing is a flexible and versatile branch of natural computing, which arises as an abstraction of the compartmentalized structure of living cells, and the way biochemical substances are processed in (or moved between) membrane bounded regions [10]. Inspired by the structure of living cells, two main classes of membrane systems have been investigated: a hierarchical (cell-like) arrangement of membranes, inspired from the structure of the cell [10] and a net of membranes (placed in the nodes of a directed graph), inspired from the cell-interconnection in tissues [5] or inspired from the the way that neurons communicate with each other by means of short electrical impulses (spikes), emitted at precise moments of time [4]. All classes of computing systems considered in the field of membrane computing are generally called P systems, which are parallel and distributed computational models. A comprehensive information in membrane computing can be found in [13] and [2], and for the most up-to-date source of this area, please refer to the P systems website http://ppage.psystems.eu.

On the one hand, cell-like P systems with symport/antiport rules were introduced in [9] aiming to abstract the biological phenomenon of trans-membrane transport of couples of chemical substances, in the same or in opposite directions. On the other hand, tissue P systems with symport/antiport rules were introduced in [8] by abstracting networks of elementary membranes such that some of them are linked by “communication channels”.

In eukaryotic cells there are two relevant processes: mitosis and membrane fission. The first one is a process of nuclear division in eukaryotic cells during which one cell gives place to two genetically identical children cells. Membrane fission occurs when a membrane gives place to two separated membranes, that is, whenever a vesicle is produced or a larger subcellular compartment is divided into smaller discrete units. These processes have been a source of inspiration to incorporate new ingredients in membrane computing in order to be able to produce exponential workspace in polynomial time. With respect to the mitosis process, P systems with membrane division were introduced in [11], and with respect to the membrane fission process, P systems with membrane separation were introduced in [6]. These concepts were also introduced in the framework of tissue P systems: tissue P systems with cell division [12] and tissue P systems with cell separation [7].

Taking inspiration from living cells, we add abstractions of the mitosis and the membrane fission processes as ingredients in P systems with symport/antiport rules. Specifically, we allow new types of rules (membrane division and membrane separation) in that framework leading to P systems with symport/antiport rules and membrane division or membrane separation. The limitations of these systems from the efficiency point of view are studied.
The paper is structured as follows. First, some basic concepts and notations are introduced in order to provide a self-contained paper. Section 3 is devoted to define the framework of cell-like P systems with symport/antiport rules and membrane division or membrane separation. Next, recognizer tissue P systems are briefly described and computational complexity classes in these system are introduced. In Section 4, the limitations on the efficiency of cell-like P systems with membrane division or membrane separation which use communication rules of length one, that is, membrane systems without cooperation, are studied. Finally, some conclusions and open problems are presented.

2 Preliminaries

An alphabet $\Sigma$ is a finite non-empty set and their elements are called symbols. An ordered finite sequence of symbols over $\Sigma$ forms a string or word. The set of symbols occurring in a string $u$ over $\Sigma$ is denoted by $\text{alph}(u)$. The length of a string $u$, denoted by $|u|$, is the number of occurrences of symbols it contains. For an alphabet $\Sigma$, we denote by $\Sigma^*$ the set of all strings of symbols from $\Sigma$. The empty string (with length 0) is denoted by $\lambda$. A language over $\Sigma$ is a subset of $\Sigma^*$.

A multiset over an alphabet $\Sigma$, is an ordered pair $(\Sigma, f)$ where $f : \Sigma \rightarrow \mathbb{N}$ is a mapping from $\Sigma$ onto the set of non-negative numbers $\mathbb{N}$. If $m = (\Sigma, f)$ is a multiset then its support is defined as $\text{supp}(m) = \{x \in \Sigma | f(x) > 0\}$. A multiset is finite if its support is a finite set. We denote by $\emptyset$ the empty multiset and we denote by $M_f(\Sigma)$ the set of all finite multisets over $\Sigma$.

Let $m_1 = (\Sigma, f_1)$, $m_2 = (\Sigma, f_2)$ are multisets over $\Sigma$, then the union of $m_1$ and $m_2$, denoted by $m_1 + m_2$, is the multiset $(\Sigma, g)$, where $g(x) = f_1(x) + f_2(x)$ for each $x \in \Sigma$. The relative complement of $m_2$ in $m_1$, denoted by $m_1 \setminus m_2$, is the multiset $(\Sigma, g)$, where $g(x) = f_1(x) - f_2(x)$ if $f_1(x) \geq f_2(x)$, and $g(x) = 0$ otherwise.

Let us recall that a free tree (tree, for short) is a connected, acyclic, undirected graph. A rooted tree is a tree in which one of the vertices (called the root of the tree) is distinguished from the others. In a rooted tree the concepts of ascendants and descendants are defined in a usual way. Given a node $x$ (different from the root), if the last edge on the (unique) path from the root of the tree to the node $x$ is $\{x, y\}$ (in this case, $x \neq y$), then $y$ is the parent of node $x$ and $x$ is a child of node $y$. The root is the only node in the tree with no parent (see [1] for details).

Let us recall that the Reachability Problem is the following: given a (directed or undirected) graph $G$ and two nodes $a, b$, determine whether or not the node $b$ is reachable from $a$, that is, whether or not there exists a path in the graph from $a$ to $b$. We denote by $\text{Reachability}(G, a, b)$ the answer (yes or no) to the Reachability problem with instance $(G, a, b)$. It is easy to design an algorithm running in polynomial time solving this problem. For example, given a (directed or undirected) graph $G$ and two nodes $a, b$, we consider a depth-first-search with source $a$, and we check if $b$ is in the tree of the computation forest whose root is
a. The total running time of this algorithm is $O(|V| + |E|)$, that is, in the worst case is quadratic in the number of nodes. Moreover, this algorithm needs to store a linear number of items (it can be proved that there exists another polynomial time algorithm which uses $O(\log^2(|V|))$ space).

### 3 P Systems with Symport/Antiport Rules

In this section we introduce a kind of cell-like P systems that use communication rules capturing the biological phenomenon of trans-membrane transports of several chemical substances. Specifically, two processes have been considered. The first one allows a multiset of chemical substances to pass through a membrane in the same direction. In the second one, two multisets of chemical substances (located in different biological membranes) only pass with the help of each other (an exchange of objects between both membranes).

Next, we introduce an abstraction of these operation in the framework of P systems with symport/antiport rules following [9]. In these models, the membranes are not polarized.

**Definition 1.** A P system with symport/antiport rules of degree $q \geq 1$ is a tuple $\Pi = (\Gamma, \mathcal{E}, \mu, \mathcal{M}_1, \ldots, \mathcal{M}_q, R_1, \ldots, R_q, i_{\text{out}})$, where:

1. $\Gamma$ is a finite alphabet;
2. $\mathcal{E} \subseteq \Gamma$;
3. $\mu$ is a membrane structure (a rooted tree) whose nodes are injectively labelled with $1, 2, \ldots, q$ (the root of the tree is labelled by 1);
4. $\mathcal{M}_1, \ldots, \mathcal{M}_q$ are finite multisets over $\Gamma$.
5. $R_1, \ldots, R_q$ are finite set of communication rules of the following forms:
   * Symport rules: $(u, \text{out})$ or $(u, \text{in})$, where $u$ is a finite multiset over $\Gamma$ such that $|u| > 0$;
   * Antiport rules: $(u, \text{out}; v, \text{in})$, where $u, v$ are finite multisets over $\Gamma$ such that $|u| > 0$ and $|v| > 0$;
6. $i_{\text{out}} \in \{0, 1, \ldots, q\}$.

A P system with symport/antiport rules of degree $q$

$$\Pi = (\Gamma, \mathcal{E}, \mu, \mathcal{M}_1, \ldots, \mathcal{M}_q, R_1, \ldots, R_q, i_{\text{out}})$$

can be viewed as a set of $q$ membranes, labelled by $1, \ldots, q$, arranged in a hierarchical structure $\mu$ given by a rooted tree whose root is called the skin membrane, such that: (a) $\mathcal{M}_1, \ldots, \mathcal{M}_q$ represent the finite multisets of objects initially placed in the $q$ membranes of the system; (b) $\mathcal{E}$ is the set of objects initially located in the environment of the system, all of them available in an arbitrary number of copies; (c) $R_1, \ldots, R_q$ are finite sets of communication rules over $\Gamma$ ($R_i$ is associated with the membrane $i$ of $\mu$); and (d) $i_{\text{out}}$ represents a distinguished region which will encode the output of the system. We use the term region $i$ ($0 \leq i \leq q$) to refer
to membrane $i$ in the case $1 \leq i \leq q$ and to refer to the environment in the case $i = 0$. The length of rule $(u, out)$ or $(u, in)$ (resp. $(u, out; v, in)$) is defined as $|u|$ (resp. $|u| + |v|$).

For each membrane $i \in \{2, \ldots, q\}$ (different from the skin membrane) we denote by $p(i)$ the parent of membrane $i$ in the rooted tree $\mu$. We define $p(1) = 0$, that is, by convention the “parent” of the skin membrane is the environment.

An instantaneous description or a configuration at an instant $t$ of a P system with symport/antiport rules is described by the membrane structure at instant $t$, all multisets of objects over $I'$ associated with all the membranes present in the system, and the multiset of objects over $I' - E$ associated with the environment at that moment. Recall that there are infinite copies of objects from $E$ in the environment, and hence this set is not properly changed along the computation. The initial configuration of the system is $(\mu, M_1, \ldots, M_q; \emptyset)$.

A symport rule $(u, out) \in R_i$ is applicable to a configuration $C_i$ at an instant $t$ if membrane $i$ is in $C_i$ and multiset $u$ is contained in such membrane. When applying a rule $(u, out) \in R_i$, the objects specified by $u$ are sent out of membrane $i$ into the region immediately outside (the parent $p(i)$ of $i$), this can be the environment in the case of the skin membrane.

A symport rule $(u, in) \in R_i$ is applicable to a configuration $C_i$ at an instant $t$ if membrane $i$ is in $C_i$ and multiset $u$ is contained in the parent of $i$. When applying a rule $(u, in) \in R_i$, the multiset of objects $u$ goes out from the parent membrane of $i$ and enters into the region defined by the membrane $i$.

An antiport rule $(u, out; v, in) \in R_i$ is applicable to a configuration $C_i$ at an instant $t$ if membrane $i$ is in $C_i$ and multiset $u$ is contained in such membrane, and multiset $v$ is contained in the parent of $i$. When applying a rule $(u, out; v, in) \in R_i$, the objects specified by $u$ are sent out of membrane $i$ into the parent of $i$ and, at the same time, bringing the objects specified by $v$ into membrane $i$.

The rules of a P system with symport/antiport rules are applied in a non-deterministic maximally parallel manner: at each step we apply a multiset of rules which is maximal, no further applicable rule can be added.

Let us fix a P system with symport/antiport rules $\Pi$. We say that configuration $C^1$ yields configuration $C^2$ in one transition step, denoted by $C^1 \Rightarrow_\Pi C^2$, if we can pass from $C^1$ to $C^2$ by applying the rules from $R_1 \cup \cdots \cup R_q$ following the previous remarks. A computation of $\Pi$ is a (finite or infinite) sequence of configurations such that: (a) the first term of the sequence is the initial configuration of the system; (b) each non-initial configuration of the sequence is obtained from the previous configuration by applying rules of the system in a maximally parallel manner with the restrictions previously mentioned; and (c) if the sequence is finite (called halting computation) then the last term of the sequence is a halting configuration (a configuration where no rule of the system is applicable to it).

All computations start from an initial configuration and proceed as stated above; only halting computations give a result, which is encoded by the objects present in the output region $r_{out}$ in the halting configuration. If $C = \{C_t\}_{t \leq r}$ of $\Pi$ ($r \in \mathbb{N}$) is a halting computation, then the length of $\bar{C}$, denoted by $|\bar{C}|$, is $r$, that is,
\(|C|\) is the number of non-initial configurations which appear in the finite sequence \(C\). We denote by \(C_i(i), 1 \leq i \leq q\), the multiset of objects over \(\Gamma\) contained in the membrane labelled by \(i\) at configuration \(C_i\). We also denote by \(C_t(0)\) the multiset of objects over \(\Gamma \setminus E\) contained in the environment at configuration \(C_t\).

3.1 Recognizer P systems with symport/antiport rules

Recognizer P systems were introduced in [16] and they provide a natural framework to solve decision problems. Next, we introduce the concept of recognizer associated with the systems defined in the previous section.

Definition 2. A recognizer P system with symport/antiport rules of degree \(q \geq 1\) is a tuple \(\Pi = (\Gamma, E, \Sigma, \mu, M_1, \ldots, M_q, R_1, \ldots, R_q, i_{in}, i_{out})\), where:

- \(\Pi = (\Gamma, E, \Sigma, \mu, M_1, \ldots, M_q, R_1, \ldots, R_q, i_{out})\) is a P system with symport/antiport rules of degree \(q \geq 1\);
- the working alphabet \(\Gamma\) has two distinguished objects yes and no, with at least one copy of them present in some initial multisets \(M_1, \ldots, M_q\), but none of them present in \(E\);
- \(\Sigma\) is an (input) alphabet strictly contained in \(\Gamma\) such that \(E \subseteq \Gamma \setminus \Sigma\);
- \(M_1, \ldots, M_q\) are finite multisets over \(\Gamma \setminus \Sigma\);
- \(i_{in} \in \{1, \ldots, q\}\) is the input membrane;
- the output region \(i_{out}\) is the environment;
- all computations halt;
- if \(C\) is a computation of \(\Pi\), then either object yes or object no (but not both) must have been released into the environment, and only at the last step of the computation.

Let us notice that if a recognizer P system

\[
\Pi = (\Gamma, E, \Sigma, \mu, M_1, \ldots, M_q, R_1, \ldots, R_q, i_{in}, i_{out})
\]

has a symport rule of the type \((u, out)\) or \((u, in)\) then \(\text{alph}(u) \cap (\Gamma \setminus E) \neq \emptyset\), that is, the multiset \(u\) must contains some object from \(\Gamma \setminus E\) because on the contrary, all computations of \(\Pi\) would be non halting.

For each finite multiset \(w\) over the input alphabet \(\Sigma\), a computation of \(\Pi = (\Gamma, E, \Sigma, \mu, M_1, \ldots, M_q, R_1, \ldots, R_q, i_{in}, i_{out})\) with input multiset \(w\) starts from the configuration of the form \((\mu, M_1, \ldots, M_{i_{in}} + w, \ldots, M_q, \emptyset)\), where the input multiset \(w\) is added to the content of the input membrane \(i_{in}\). That is, we have an initial configuration associated with each input multiset \(w\) over \(\Sigma\) in recognizer P systems with symport/antiport rules. We denote by \(\Pi + w\) the P system \(\Pi\) with input multiset \(w\).
3.2 Polynomial complexity classes of recognizer P systems with symport/antiport rules

Let us recall that a decision problem \( X \) is one whose solution is either “yes” or “no”. This can be formally defined by an ordered pair \((I_X, \theta_X)\), where \( I_X \) is a language over a finite alphabet and \( \theta_X \) is a total boolean function over \( I_X \). The elements of \( I_X \) are called instances of the problem \( X \). Next, according to [15], we define what solving a decision problem by a family of recognizer P systems with symport/antiport rules, in a uniform way, means.

**Definition 3.** A decision problem \( X = (I_X, \theta_X) \) is solvable in polynomial time by a family \( \mathcal{P} = \{ \Pi(n) \mid n \in \mathbb{N} \} \) of recognizer P systems with symport/antiport rules (in a uniform way) if the following conditions hold:

- the family \( \mathcal{P} \) is polynomially uniform by Turing machines, that is, there exists a deterministic Turing machine working in polynomial time which constructs the system \( \Pi(n) \) from \( n \in \mathbb{N} \);
- there exists a pair \((\text{cod}, s)\) of polynomial-time computable functions over \( I_X \) such that:
  - for each instance \( u \in I_X \), \( s(u) \) is a natural number and \( \text{cod}(u) \) is an input multiset of the system \( \Pi(s(u)) \);
  - for each \( n \in \mathbb{N} \), \( s^{-1}(n) \) is a finite set;
  - the family \( \mathcal{P} \) is polynomially bounded with regard to \((X, \text{cod}, s)\), that is, there exists a polynomial function \( p \), such that for each \( u \in I_X \) every computation of \( \Pi(s(u)) + \text{cod}(u) \) is halting and it performs at most \( p(|u|) \) steps;
  - the family \( \mathcal{P} \) is sound with regard to \((X, \text{cod}, s)\), that is, for each \( u \in I_X \), if there exists an accepting computation of \( \Pi(s(u)) + \text{cod}(u) \), then \( \theta_X(u) = 1 \);
  - the family \( \mathcal{P} \) is complete with regard to \((X, \text{cod}, s)\), that is, for each \( u \in I_X \), if \( \theta_X(u) = 1 \), then every computation of \( \Pi(s(u)) + \text{cod}(u) \) is an accepting one.

According to Definition 3, we say that for each \( u \in I_X \), the P system \( \Pi(s(u)) + \text{cod}(u) \) is confluent, in the sense that all possible computations of the system must give the same answer.

If \( \mathcal{R} \) is a class of recognizer P systems, then we denote by \( \text{PMC}_\mathcal{R} \) the set of all decision problems which can be solved in polynomial time (and in a uniform way) by means of recognizer P systems from \( \mathcal{R} \). The class \( \text{PMC}_\mathcal{R} \) is closed under complement and polynomial–time reductions (see [15] for details).

3.3 P systems with symport/antiport rules and membrane division or membrane separation

In this section, we introduce new types of rules (membrane division and membrane separation) inspired by the mitosis and the membrane fission processes, in the framework of P systems with symport/antiport rules. These rules provide a mechanism to construct an exponential workspace in polynomial time.
Definition 4. A P system with symport/antiport rules and membrane division of degree $q \geq 1$ is a tuple $\Pi = (\Gamma, \mathcal{E}, \mu, \mathcal{M}_1, \ldots, \mathcal{M}_q, \mathcal{R}_1, \ldots, \mathcal{R}_q, i_{out})$, where:

1. $\Pi = (\Gamma, \mathcal{E}, \mu, \mathcal{M}_1, \ldots, \mathcal{M}_q, \mathcal{R}_1, \ldots, \mathcal{R}_q, i_{out})$ is a P system with symport/antiport rules.
2. $\mathcal{R}_1, \ldots, \mathcal{R}_q$ are finite set of symport/antiport rules which can also contain rules of the following form: $[a]_i \rightarrow [b]_i[c]_i$, where $i \notin \{1, i_{out}\}$ and $a, b, c \in \Gamma$ (division rules).

A division rule $[a]_i \rightarrow [b]_i[c]_i \in \mathcal{R}_i$ is applicable to a configuration $C_i$ at an instant $t$ if the following holds: (a) membrane $i$ is in $C_i$; (b) object $a$ is contained in such membrane; and (c) membrane $i$ is neither the skin membrane nor the output membrane (if $i_{out} \in \{1, \ldots, q\}$). When applying a division rule $[a]_i \rightarrow [b]_i[c]_i$, under the influence of object $a$, the membrane with label $i$ is divided into two membranes with the same label: in the first copy, object $a$ is replaced by object $b$, in the second one, object $a$ is replaced by object $c$; all the other objects residing in membrane $i$ are replicated and copies of them are placed in the two new membranes.

Definition 5. A P system with symport/antiport rules and membrane separation of degree $q \geq 1$ is a tuple

$$\Pi = (\Gamma, \Gamma_0, \Gamma_1, \mathcal{E}, \mu, \mathcal{M}_1, \ldots, \mathcal{M}_q, \mathcal{R}_1, \ldots, \mathcal{R}_q, i_{out})$$

where:

1. $\Pi = (\Gamma, \mathcal{E}, \mu, \mathcal{M}_1, \ldots, \mathcal{M}_q, \mathcal{R}_1, \ldots, \mathcal{R}_q, i_{out})$ is a P system with symport/antiport rules.
2. $\{\Gamma_0, \Gamma_1\}$ is a partition of $\Gamma$, that is, $\Gamma = \Gamma_0 \cup \Gamma_1$, $\Gamma_0, \Gamma_1 \neq \emptyset$, $\Gamma_0 \cap \Gamma_1 = \emptyset$;
3. $\mathcal{R}_1, \ldots, \mathcal{R}_q$ are finite set of rules symport/antiport rules which can also contain rules of the following form: $[a]_i \rightarrow [\Gamma_0]_i[\Gamma_1]_i$, where $i \notin \{1, i_{out}\}$ and $a \in \Gamma$ (separation rules).

A separation rule $[a]_i \rightarrow [\Gamma_0]_i[\Gamma_1]_i \in \mathcal{R}_i$ is applicable to a configuration $C_i$ at an instant $t$ if the following holds: (a) membrane $i$ is in $C_i$; (b) object $a$ is contained in such membrane; and (c) membrane $i$ is neither the skin membrane nor the output membrane (if $i_{out} \in \{1, \ldots, q\}$). When applying a separation rule $[a]_i \rightarrow [\Gamma_0]_i[\Gamma_1]_i \in \mathcal{R}_i$, in reaction with an object $a$, the membrane $i$ is separated into two membranes with the same label: at the same time, object $a$ is consumed; the objects from $\Gamma_0$ are placed in the first membrane, those from $\Gamma_1$ are placed in the second membrane.

With respect to the semantics of these variants, the rules of such P systems are applied in a non-deterministic maximally parallel manner (at each step we apply a multiset of rules which is maximal, no further applicable rule can be added), with the following important remark: when a membrane $i$ is divided (resp. separated), the division rule (resp. separation rule) is the only one from $\mathcal{R}_i$ which is applied for that membrane at that step (however, some rules can be applied in a daughter membrane). The new membranes resulting from division (resp. separation) could
participate in the interaction with other membranes or the environment by means of communication rules at the next step – providing that they are not divided (resp. separated) once again. The label of a membrane precisely identify the rules which can be applied to it.

The concept of recognizer is extended to P systems with symport/antiport rules and membrane division or membrane separation, in a natural way. We denote by \( \text{CDC}(k) \) (resp. \( \text{CSC}(k) \)) the class of recognizer P systems with symport/antiport rules and membrane division (resp. membrane separation) such that the communication rules of the system have length at most \( k \).

4 Non Efficiency of P Systems from CDC(1)

In this section, we study the limitations of efficient computations in systems from CDC(1). Specifically, we show that \( \text{P} = \text{PMC}_{\text{CDC}(1)} \), that is, the polynomial complexity class associated with the class of recognizer P systems CDC(1) is equal to the class \( \text{P} \).

Let \( \Pi = (\Gamma; \mathcal{E}, \Sigma, \mu, \mathcal{M}_1, \ldots, \mathcal{M}_q, \mathcal{R}_1, \ldots, \mathcal{R}_q, i_{in}, i_{out}) \) be a recognizer P system from CDC(1). We denote by \( \mathcal{M}_j^* \) the multiset obtained from \( \mathcal{M}_j \) by replacing \( a \in \Gamma \) by \((a, j)\), and for each finite multiset \( w \) over \( \Sigma \), we denote \( w^* \) the multiset obtained from \( \mathcal{M}_j \) by replacing \( a \in \Sigma \) by \((a, i_{in})\).

The rules from \( \mathcal{R}_i \cup \cdots \cap \mathcal{R}_q \) are of the following form: \((a, out), (b, in)\) and \([a]_i \rightarrow [b], [c]_i\). These rules can be considered, in a certain sense, as a dependency between the object triggering the rule and the object produced by its application.

- The rules in \( \mathcal{R}_i \) of type \((a, out)\) can be described as the pair \((a, i)\) produces the pair \((a, p(i))\).
- The rules in \( \mathcal{R}_i \) of type \((b, in)\) can be described as the pair \((b, p(i))\) produces the pair \((b, i)\).
- The rules in \( \mathcal{R}_i \) of type \([a]_i \rightarrow [b], [c]_i\) can be described as the pair \((a, i)\) produces the pairs \((b, i)\) and \((c, i)\).

We formalize these ideas in the following definition.

**Definition 6.** Let \( \Pi = (\Gamma; \mathcal{E}, \Sigma, \mu, \mathcal{M}_1, \ldots, \mathcal{M}_q, \mathcal{R}_1, \ldots, \mathcal{R}_q, i_{in}, i_{out}) \) be a recognizer P system from CDC(1). The dependency graph associated with \( \Pi \) is the directed graph \( G_{\Pi} = (V_{\Pi}, E_{\Pi}) \) defined as follows:

- The set of vertices is \( V_{\Pi} = \{s\} \cup V_{LR_{\Pi}} \cup V_{RR_{\Pi}} \), where:
  
  \[ V_{LR_{\Pi}} = \{(a, i) \in \Gamma \times \{0, \ldots, q\} \mid ([a, out] \in \mathcal{R}_i) \lor (\exists j \in \text{ch}(i) \mid ([a, in] \in \mathcal{R}_j) \lor \exists b, c \in \Gamma \mid ([a]_i \rightarrow [b]_i, [c]_i \in \mathcal{R}_j)) \} \]

  \[ V_{RR_{\Pi}} = \{(a, i) \in \Gamma \times \{0, \ldots, q\} \mid ([a, in] \in \mathcal{R}_i) \lor (\exists j \in \text{ch}(i) \mid ([a, out] \in \mathcal{R}_j) \lor \exists b, c \in \Gamma \mid ([b]_i \rightarrow [a]_i, [c]_i \in \mathcal{R}_j)) \} \].

- The set of edges is:
  
  \[ E_{\Pi} = \{(s, (a, j)) \mid 1 \leq j \leq q \lor (a, j) \in \mathcal{M}_j^* \} \cup \{((a, i), (b, j)) \in V_{\Pi} \times V_{\Pi} \mid [a] = [b] \lor [j = p(i) \land (a, out) \in \mathcal{R}_i] \lor \} \]

\[ a = b \land [i = p(j) \land (a, in) \in \mathcal{R}_j] \lor [i = j] \land [\exists c \in I ([a]_i \rightarrow [b]_i[c]_i \in \mathcal{R}_i)]. \]

In what follows, we show that the dependency graph associated with a P system from CDC(1), can be constructed by a single deterministic Turing machine working in polynomial time.

**Proposition 1.** Let \( \Pi = (\Gamma, \mathcal{E}, \Sigma, \mu, M_1, \ldots, M_q, \mathcal{R}_1, \ldots, \mathcal{R}_q, i_{in}, i_{out}) \) be a recognizer P systems from CDC(1). There exists a Turing machine that constructs the dependency graph, \( G_H \), associated with \( \Pi \), in polynomial time (that is, in a time bounded by a polynomial function depending on the total number of rules and the maximum length of the rules).

**Proof.** A deterministic algorithm that, given a recognizer P system \( \Pi \) from CDC(1), whose set of rules is \( \mathcal{R} = \mathcal{R}_1 \cup \cdots \cup \mathcal{R}_q \), constructs the corresponding dependency graph, is the following:

**Input:** \((\Pi, \mathcal{R})\)

1. \( V_H \leftarrow \{s\} \); \( E_H \leftarrow \emptyset \)
2. for \( j = 1 \) to \( q \) do
   1. for each pair \((a, j) \in M_j^*\) do
      1. \( E_H \leftarrow E_H \cup \{(s, (a, j))\}\)
   end for
3. end for
4. for each rule \( r \in \mathcal{R} \) of \( \Pi \) do
   1. if \( r = (a, in) \in \mathcal{R}_i \) then
      1. \( V_H \leftarrow V_H \cup \{(a, p(i)), (a, i)\} \); \( E_H \leftarrow E_H \cup \{((a, p(i)), (a, i))\} \)
   end if
   2. if \( r = (a, out) \in \mathcal{R}_i \) then
      1. \( V_H \leftarrow V_H \cup \{(a, i), (a, p(i))\} \); \( E_H \leftarrow E_H \cup \{((a, i), (a, p(i)))\} \)
   end if
   3. if \( r = [a]_i \rightarrow [b]_i[c]_i \in \mathcal{R}_i \) then
      1. \( V_H \leftarrow V_H \cup \{(a, i), (b, i), (c, i)\} \); \( E_H \leftarrow E_H \cup \{((a, i), (b, i)) \cup \{((a, i), (c, i))\} \)
   end if
end for

The running time of this algorithm is bounded by \( O(|\mathcal{R}|) \subset O(q \cdot |I|^3) \).

**Proposition 2.** Let \( \Pi = (\Gamma, \mathcal{E}, \Sigma, \mu, M_1, \ldots, M_q, \mathcal{R}_1, \ldots, \mathcal{R}_q, i_{in}, i_{out}) \) be a recognizer confluent P system from CDC(1). The following assertions are equivalent:

1. There exists an accepting computation of \( \Pi \).
2. There exists a path (with length greater or equal than 2) from \( s \) to \((\text{yes}, 0)\) in the dependency graph associated with \( \Pi \).
Proof. (1) $\Rightarrow$ (2). First, we show that for each accepting computation $C$ of $II$ there exists a path from $s$ to ($yes, 0$) in the dependency graph associated with $II$. By induction on the length $n$ of $C$.

Let $n = 1$ and $C = (C_0, C_1)$ be an accepting computation of $II$ with length 1. Then, a rule of the form $(yes, out) \in R_1$, with $a \in \Gamma$, has been applied at initial configuration $C_0$. Then, $yes \in C_0(1)$, so $(yes, 1) \in M^*_1$. Hence, $(s, (yes, 1), (yes, 0))$ is a path from $(s, (yes, 0))$ in the dependency graph associated with $II$.

Let us suppose that the result holds for $n$. Let $C = (C_0, C_1, \ldots, C_n, C_{n+1})$ be an accepting computation of $II$ with length $n + 1$. In this situation, $C' = (C_1, \ldots, C_n, C_{n+1})$ is an accepting computation of $II' = (\Gamma, \mathcal{E}, \Sigma, \mu, M'_1, \ldots, M'_q, R_1, \ldots, R_q, i_{in}, i_{out})$, with $M'_j = \{(a, i) \in \Gamma \times \{0, \ldots, q\} \mid C_1(j) = a\}$ the “content” of membrane $j$ in configuration $C_1$, for $1 \leq j \leq q$. By induction hypothesis there exists a path $\gamma_C = (s, (b_1, i_1), \ldots, (yes, 0))$ from $s$ to $(yes, 0)$ in the dependency graph associated with $II'$ (with length greater or equal than 2). We distinguish two cases. If $b_1 \in C_0(i_1)$ (that means that in the first step of computation $C$, a division rule has been applied to membrane $i_1$ such that object $b_1$ does not appear in the rule), then $\gamma_C = (s, (b_1, i_1), \ldots, (yes, 0))$ is a path from $s$ to $(yes, 0)$ in the dependency graph associated with $II$, and the result holds. Otherwise, there is an element $b_0 \in C_0(i_0)$ producing $(b_1, i_1)$ at the first step of computation $C$. Hence, $\gamma_C = (s, (b_0, i_0), (b_1, i_1), \ldots, (yes, 0))$ is a path from $s$ to $(yes, 0)$ in the dependency graph associated with $II$.

(2) $\Rightarrow$ (1). Let us see that for each path from $s$ to $(yes, 0)$ in the dependency graph associated with $II$, with length $k \geq 2$, there exists an accepting computation of $II$. By induction on the length $k$ of the path.

Let $k = 2$ and $(s, (a_0, i_0), (yes, 0))$. Then, $i_0 = 1$ is the label of the skin membrane, $(a_0, out) \in R_1$, $a_0 = yes$, and the computation $C = (C_0, C_1)$ where the rule $(a_0, out) \in R_1$ belongs to the multiset of rules that yields configuration $C_1$ from $C_0$, is an accepting computation of $II$.

Let us suppose that the result holds for $k \geq 2$. Let

$(s, (a_0, i_0), (a_1, i_1), \ldots, (a_{k-1}, i_{k-1}), (yes, 0))$

be a path from $s$ to $(yes, 0)$ in the dependency graph of length $k + 1$. If $(a_0, i_0) = (a_1, i_1)$, then the result holds by induction hypothesis. Otherwise, let $C_1$ be a configuration of $II$ reached from $C_0$ by the application of a multiset of rules containing a rule that yields $(a_1, i_1)$ from $(a_0, i_0)$). Then $(s, (a_1, i_1), \ldots, (a_{k-1}, i_{k-1}), (yes, 0))$ is a path from $s$ to $(yes, 0)$ of length $k$, in the dependency graph of associated with the system

$$II' = (\Gamma, \mathcal{E}, \Sigma, \mu, M'_1, \ldots, M'_q, R_1, \ldots, R_q, i_{in}, i_{out}),$$

where $M'_j = \{(a, i) \in \Gamma \mid C_1(j)\}$ is the content of membrane $j$ in configuration $C_1$, for $1 \leq j \leq q$. By induction hypothesis, there exists an accepting computation $C' = (C_1, \ldots, C_t)$ of $II'$. Hence, $C = (C_0, C_1, \ldots, C_t)$ is an accepting computation of $II$. $\Box$
Corollary 1. Let \( X = (I_X, \theta_X) \) be a decision problem. Let \( \Pi = \{P(n) \mid n \in \mathbb{N}\} \) be a family of recognizer P systems from \( \text{CDC}(1) \) solving \( X \), according to Definition 3. Let \( (\text{cod}, s) \) be the polynomial encoding associated with that solution. Then, for each instance \( w \) of the problem \( X \) the following assertions are equivalent:

(a) \( \theta_X(w) = 1 \) (that is, the answer to the problem is yes for \( w \)).

(b) There exists a path from \( s \) to \( (\text{yes}, 0) \) in the dependency graph associated with the system \( \Pi(s(w)) + \text{cod}(w) \).

Proof. Let \( w \in I_X \). Then \( \theta_X(w) = 1 \) if and only if there exists an accepting computation of the system \( \Pi(s(w)) + \text{cod}(w) \). Bearing in mind that \( \Pi(s(w)) + \text{cod}(w) \) is a confluent system, from Proposition 4 we deduce that \( \theta_X(w) = 1 \) if and only if there exists a path from \( s \) to \( (\text{yes}, 0) \) in the dependency graph associated with the system \( \Pi(s(w)) + \text{cod}(w) \).

Theorem 1. \( P = \text{PMC}_{\text{CDC}(1)} \)

Proof. We have \( P \subseteq \text{PMC}_{\text{CDC}(1)} \) because \( \text{PMC}_{\text{CDC}(1)} \) is a nonempty class closed under polynomial–time reduction. Next, we show that \( \text{PMC}_{\text{CDC}(1)} \subseteq P \). For that, let \( X \in \text{PMC}_{\text{CDC}(1)} \) and let \( \Pi = \{P(n)\}_{n \in \mathbb{N}} \) be a family of recognizer P systems from \( \text{CDC}(1) \) solving \( X \), according to Definition 3. Let \( (\text{cod}, s) \) be the polynomial encoding associated with that solution.

We consider the following deterministic algorithm:

Input: An instance \( w \) of \( X \)
- Construct the system \( \Pi(s(w)) + \text{cod}(w) \).
- Construct the dependency graph \( G_{\Pi(s(w)) + \text{cod}(w)} \) associated with \( \Pi(s(w)) + \text{cod}(w) \).
- Reachability \( (G_{\Pi(s(w)) + \text{cod}(w)}, s, (\text{yes}, 0)) \)

Obviously this algorithm is polynomial in the size \( |w| \) of the input.

5 Non efficiency of P systems from CSC(1)

In this section, we show that the polynomial complexity class associated with the class of recognizer P systems with symport/antiport rules and membrane separation is equal to the class \( P \), when we consider only communication rules with length 1.

In order to associate a dependency graph with each P system from \( \text{CSC}(1) \), let us notice that the application of a membrane separation rule \([a], \rightarrow [I_0], [I_1]_j\) consumes object \( a \) and the remaining objects in that membrane are separated in two membranes with the same label.
Definition 7. Let $\Pi$ be a recognizer P system from CSC(1) whose set of rules is $\mathcal{R} = \mathcal{R}_1 \cup \cdots \cup \mathcal{R}_q$. The dependency graph associated with $\Pi$ is the directed graph $G_{\Pi} = (V_{\Pi}, E_{\Pi})$ defined as follows:

- The set of vertices is $V_{\Pi} = \{s\} \cup V_{L_{\Pi}} \cup V_{R_{\Pi}}$, where:
  
  \[ V_{L_{\Pi}} = \{(a, i) \in \Gamma \times \{0, \ldots, q\} : [(a, \text{out}) \in \mathcal{R}_i] \lor [\exists j \in \text{ch}(i) ((a, \text{in}) \in \mathcal{R}_j)] \lor \]
  
  \[ [a]_i \rightarrow [I_0][I_1], [I_1] \in \mathcal{R}_i] \} \]

  \[ V_{R_{\Pi}} = \{(a, i) \in \Gamma \times \{0, \ldots, q\} : [(a, \text{in}) \in \mathcal{R}_i] \lor [\exists j \in \text{ch}(i) ((a, \text{out}) \in \mathcal{R}_j)] \} \].

- The set of edges is
  
  \[ E_{\Pi} = \{(s, (a, j)) \mid 1 \leq j \leq q \land (a, j) \in \mathcal{M}_i^* \} \cup \]

  \[ \{(a, i), (a, j)) \in V_{\Pi} \times V_{\Pi} : [j = p(i) \land (a, \text{out}) \in \mathcal{R}_i] \lor \]

  \[ [i = p(j) \land (a, \text{in}) \in \mathcal{R}_j] \}. \]

In a similar way as in the previous section, the following results are obtained.

Proposition 3. Let $\Pi$ be a recognizer P system from CSC(1). There exists a Turing machine that constructs the dependency graph $G_{\Pi}$ associated with $\Pi$, in polynomial time.

Proposition 4. Let $\Pi$ be a recognizer confluent P system from CSC(1). The following assertions are equivalent:

(1) There exists an accepting computation of $\Pi$.

(2) There exists a path (with length greater or equal than 2) from $s$ to $(\text{yes}, 0)$ in the dependency graph associated with $\Pi$.

Theorem 2. $\mathsf{P} = \mathsf{PMC}_{\text{CSC}(1)}$

6 Conclusions and Further Works

In the framework of (cell-like) P systems with symport/antiport rules, two new kind of rules inspired by the processes of mitosis and membrane fission in eukaryotic cells, have been considered, called P systems with symport/antiport rules and membrane division or membrane separation.

By using the dependency graph technique, the computational efficiency of these P systems has been studied in the case of non-cooperative systems, that is, systems with communication rules of length 1.

For future work, we plan to establish the efficiency of these kind of P systems in order to obtain borderline of the efficiency of the problems in terms of syntactical ingredients of P systems with symport/antiport rules.
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Summary. Current parallel simulation algorithms for Spiking Neural P (SNP) systems are based on a matrix representation. This helps to harness the inherent parallelism in algebraic operations, such as vector-matrix multiplication. Although it has been convenient for the first parallel simulators running on Graphics Processing Units (GPUs), such as CuSNP, there are some bottlenecks to cope with. For example, matrix representation of SNP systems with a low-connectivity-degree graph lead to sparse matrices, i.e. containing more zeros than actual values. Having to deal with sparse matrices downgrades the performance of the simulators because of wasting memory and time.

However, sparse matrices is a known problem on parallel computing with GPUs, and several solutions and algorithms are available in the literature. In this paper, we briefly analyse some of these ideas and apply them to represent some variants of SNP systems. We also conclude which variant better suit a sparse-matrix representation.
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1 Introduction

Spiking Neural P (SNP) systems [9] are a type of P systems [16] composed of a directed graph inspired by how neurons are interconnected by axons and synapses
in the brain. Neurons communicate through spikes, and the time difference between them plays an important role in the computation.

The simulation of SNP systems have been carried out through sequential simulators such as pLinguaCore [11]. For parallel simulation, a matrix representation was introduced [17], so that the simulation algorithm is based on applying matrix operations. For instance, efficient algebra libraries have been defined for GPUs, given that they fit well to the highly parallel architecture of these devices. This have been harnessed already to introduce the first parallel SNP system simulators on GPUs, cuSNP [4, 5].

However, this matrix representation can be sparse, having a majority of zero values, because the directed graph of SNP systems are not normally fully connected. In many disciplines, sparse vector-matrix operations are natural, so many solutions have been proposed in the literature [6]. For this reason, we transfer some of these ideas to the simulation of SNP systems with matrix operations. First, we give a first approach, which is further optimized by splitting the main matrix into several structures. Second, ideas to deal with dynamic networks are given.

The paper is structured as follows: Section 2 gives a short formal definition of SNP systems; Section 3 summarizes the matrix-based simulation algorithm; Section 4 briefly introduces GPU computing and sparse vector-matrix representations; Section 5 discussed the ideas on introducing sparse vector-matrix representation for SNP system simulation; and the paper finishes with conclusions and future work.

2 Spiking Neural P Systems

**Definition 1.** A spiking neural P system of degree $q \geq 1$ is a tuple

$$\Pi = (O, \text{syn}, \sigma_1, \ldots, \sigma_q, i_{\text{out}})$$

where:

- $O = \{a\}$ is the singleton alphabet ($a$ is called spike);
- $\text{syn} = (V, E)$ is a directed graph such that $V = \{\sigma_1, \ldots, \sigma_q\}$ and $(\sigma_i, \sigma_i) \notin E$ for $1 \leq i \leq q$;
- $\sigma_1, \ldots, \sigma_m$ are neurons of the form $\sigma_i = (n_i, R_i), 1 \leq i \leq m$,

where:

- $n_i \geq 0$ is the initial number of spikes within neuron labelled by $i$; and
- $R_i$ is a finite set of rules associated to neuron labelled by $i$, of the following forms:
  1. $E/a^c \rightarrow a^p$, being $E$ a regular expression over $\{a\}$, $c \geq p \geq 1$ (firing rules);
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A spiking neural P system of degree $q \geq 1$ can be viewed as a set of $q$ neurons $\{\sigma_1, \ldots, \sigma_q\}$ interconnected by the arcs of a directed graph $\text{syn}$, called synapse graph. There is a distinguished neuron $i_{\text{out}}$, called output neuron, which communicates with the environment.

If a neuron $\sigma_i$ contains $k$ spikes at an instant $t$, and $a^k \in L(E)$, then the rule $E/a^c \rightarrow a^p$ can be applied. By the application of that rule, $c$ spikes are removed from neuron $\sigma_i$ and the neuron fires producing $p$ spikes immediately. The spikes produced by a neuron $\sigma_i$ are received for all neuron $\sigma_j$ such that $(\sigma_i, \sigma_j) \in E$. If $\sigma_i$ is the output neuron then the spikes are sent to the environment.

The rules of type (2) are forgetting rules, and they are applied as follows: If neuron $\sigma_i$ contains exactly $s$ spikes, then the rule $a^s \rightarrow \lambda$ from $R_i$ can be applied. By the application of this rule all $s$ spikes are removed from $\sigma_i$.

In spiking neural P systems, a global clock is assumed, marking the time for the whole system. Only one rule can be executed in each cell at step $t$. As models of computation, spiking neural P systems are Turing complete, i.e. as powerful as Turing machines. On one hand, common way to introduce input to the system is to encode into some or all of the $n_i$’s the input(s) of the problem to be solved. On the other hand, a common way to obtain the output is by observing $i_{\text{out}}$: either by getting the interval $t_2 - t_1 = n$, where $i_{\text{out}}$ sent its first two spikes at times $t_1$ and $t_2$ (we say $n$ is computed or generated by the system), or by counting all the spikes sent by $i_{\text{out}}$ to the environment until the system halts.

Aside from computing numbers, spiking neural P systems can also compute strings, and hence, languages. More general ways to provide the input or receive the output include the use of spike trains, i.e. a stream or sequence of spikes entering or leaving the system. Further results and details on computability, complexity, and applications of spiking neural P systems are detailed in [15], a dedicated chapter in the Handbook in [8], and an extensive bibliography until February 2016 in [14]. There are some interesting ingredients we are going to explain here. A broader explanation of them and more variants is provided at [1, 3, 13].

2.1 Spiking Neural P Systems with Budding

Based on the idea of neuronal budding, where a cell is divided in two new cells, we can abstract it to budding rules. In this process, the new cells can differ in some aspects: their connections, contents and shape. A budding rule has the following form:

$$[E]_i \rightarrow [ \ ]_i/ [ \ ]_j,$$

where $E$ is a regular expression and $i, j \in \{1, \ldots, q\}$.

If a neuron $\sigma_i$ contains $s$ spikes, $a^s \in L(E)$, and there is no neuron $\sigma_j$ such that there exists a synapse $(i, j)$ in the system, then the rule $[E]_i \rightarrow [ \ ]_i/ [ \ ]_j$ is enabled.
and it can be executed. A new neuron $\sigma_j$ is created, and both neurons $\sigma_i$ and $\sigma_j$ are empty after the execution of the rule. This neuron $\sigma_i$ keeps all the synapses that were going in, and this $\sigma_j$ inherits all the synapses that were going out of $\sigma_i$ in the previous configuration. There is also a synapse $(i, j)$ between neurons $\sigma_i$ and $\sigma_j$, and the rest of synapses of $\sigma_j$ are given to the neuron depending on the synapses of $\text{syn}$.

2.2 Spiking Neural P Systems with Division

Inspired by the process of mitosis, division rules have been widely used within the field of Membrane Computing. In SN P systems, a division rule can be defined as follows:

$$[E]_i \rightarrow [ ]_j || [ ]_k,$$

where $E$ is a regular expression and $i, j, k \in \{1, \ldots, q\}$.

If a neuron $\sigma_i$ contains $s$ spikes, $a^s \in L(E)$, and there is no neuron $\sigma_g$ such that the synapse $(g, i)$ or $(i, g)$ exists in the system, $g \in \{j, k\}$, then the rule $[E]_i \rightarrow [ ]_j || [ ]_k$ is enabled and it can be executed. Neuron $\sigma_i$ is then divided into two new cells, $\sigma_j$ and $\sigma_k$. The new cells are empty at the time of their creation. The new neurons keep the synapses previously associated to the original neuron $\sigma_i$, that is, if there was a synapse from $\sigma_g$ to $\sigma_i$, then a new synapse from $\sigma_g$ to $\sigma_j$ and a new one to $\sigma_k$ are created, and if there was a synapse from $\sigma_i$ to $\sigma_g$, then a new synapse from $\sigma_j$ to $\sigma_g$ and a new one from $\sigma_k$ to $\sigma_g$ are created. The rest of synapses of $\sigma_j$ and $\sigma_k$ are given by the ones defined in $\text{syn}$.

2.3 Spiking Neural P Systems with Plasticity

It is known that new synapses can be created in the brain thanks to the process of synaptogenesis. We can recreate this process in the framework of spiking neural P systems defining plasticity rules in the following form:

$$E/a^c \rightarrow \alpha k(i, N_j),$$

where $E$ is a regular expression, $c \geq 1$, $\alpha \in \{+, -, \pm, \mp\}$, $k \geq 1$ and $N_j \subseteq \{1, \ldots, q\}$. For a neuron $\sigma_i$, let us define the presynapses of this neuron as $\text{pres}(i) = \{j | (i, j) \in \text{syn}\}$.

If a neuron $\sigma_i$ contains $s$ spikes, $a^s \in L(E)$, then the rule $E/a^c \rightarrow \alpha k(i, N_j)$ is enabled and can be executed. The rule consumes $c$ spikes and, depending on the value of $\alpha$, it performs one of the following:

- If $\alpha = +$ and $N_j - \text{pres}(i) = \emptyset$, or if $\alpha = -$ and $\text{pres}(i) = \emptyset$, then there is nothing more to do.
- If $\alpha = +$ and $|N_j - \text{pres}(i)| \leq k$, deterministically create a synapse to every $\sigma_g$, $g \in N_j - \text{pres}(i)$. Otherwise, if $|N_j - \text{pres}(i)| > k$, then non-deterministically select $k$ neurons in $N_j - \text{pres}(i)$ and create one synapse to each selected neuron.
• If \( \alpha = - \) and \(|\text{pres}(i)| \leq k\), deterministically delete all synapses in \(\text{pres}(i)\). Otherwise, if \(|\text{pres}(i)| > k\), then non-deterministically select \(k\) neurons in \(\text{pres}(i)\) and delete each synapse to the selected neurons.

• If \(\alpha = \{\pm, \mp\}\), create (respectively, delete) synapses at time \(t\) and then delete (resp., create) synapses at time \(t + 1\). Even when this rule is applied, neurons are still open, that is, they can continue receiving spikes.

Let us notice that if, for some \(\sigma_i\), we apply a plasticity rule with \(\alpha \in \{+, \pm, \mp\}\), when a synapse is created, a spike is sent from \(\sigma_i\) to the neuron that has been connected. That is, when \(\sigma_i\) attaches to \(\sigma_j\) through this method, we have immediately transferring one spike to \(\sigma_j\).

3 Simulation of SNP Systems

So far, P system parallel simulators make use of ad-hoc representations, specifically defined for a certain variant [12]. In order to ease the simulation of SNP system and its deployment to parallel environments, a matrix representation was introduced [17]. By using a set of algebraic operations, it is possible to reproduce the transitions of a computation. Although the baseline representation only involves SNP systems without delays and static structure, many extensions have followed such as for enabling delays or supporting non-determinism [4, 5].

This representation includes the following vectors and matrices, for a SNP system \(\pi\) of degree \((n, m)\) (\(n\) rules and \(m\) neurons):

- **Configuration vector**: \(C_k\) is the vector containing all spikes in every neuron on the \(k^{th}\) computation step/time, where \(C_0\) denotes the initial configuration. It contains \(m\) elements.
- **Spiking vector**: \(S_k\) shows if a rule is going to fire at the transition step \(k\) (having value 1) or not (having value 0). Given the non-determinism nature of SNP systems, it would be possible to have a set of valid spiking vectors. However, for the computation of the next configuration vector, only a spiking vector is used. It contains \(n\) elements.
- **Spiking transition matrix**: \(M_\pi\) is a matrix comprised of \(a_{ij}\) elements where \(a_{ij}\) is given as

\[
a_{ij} = \begin{cases} 
-c, & \text{rule } r_i \text{ is in } \sigma_j \text{ and is applied consuming } c \text{ spikes; } \\
p, & \text{rule } r_i \text{ is in } \sigma_s (s \neq j \text{ and } (s,j) \in \text{syn}) \\
0, & \text{rule } r_i \text{ is in } \sigma_s (s \neq j \text{ and } (s,j) \notin \text{syn}).
\end{cases}
\]

Thus, rows represent rules and columns represent neurons in the spiking transition matrix. Note also that a negative entry corresponds to the consumption of spikes. Thus, it is easy to observe that each row has exactly one negative entry, and each column has at least one negative entry [17]. It contains \(n \cdot m\) elements.
Hence, to compute the transition $k$, it is enough to select a spiking vector $S_k$ and calculate: $C_k = S_k \cdot M_\pi + C_{k-1}$.

4 GPU Computing and SpMV Operations

The Graphics Processing Unit (GPU) has been employed for P system simulations since the introduction of CUDA. This technology allows to run scientific computations in parallel on the GPU, given that a device typically contains thousands of cores and high memory bandwidth [10]. However, parallel computing on a GPU has more constraints than on a CPU: threads have to run in a SIMD fashion, accessing data in a coalesced way; that is, best performance is achieved when the execution of threads is synchronized and accessing contiguous data from memory.

Some algorithms fit perfectly to the GPU parallel model, such as algebraic operations. Indeed, matrix computation is a “hello world” when getting started with CUDA [18], and there are many efficient libraries for algebra computations like cuBLAS. It is usual that when working with large matrices, these are almost “empty”, or with a majority of zero values. This is known as sparse matrix, and this downgrades the runtime in two ways: lot of memory is wasted, and lot of operations are redundant.

Given the importance of linear algebra in many computational disciplines, sparse vector-matrix operations (SpMV, in short) have been subject of study in parallel computing (and so, on GPUs). Today there exists many approaches to tackle this problem [2]. In this paper, we will focus on two formats to represent sparse matrices, assuming that threads will access rows in parallel:

- **CSR format.** Only non-null values are represented by using 3 arrays: row pointers, non-zero values and columns (see Figure 1 for an example). First, the row-pointers array is accessed, which contains a position per row of the original matrix. Each position says the index where the row start in the non-zero values and columns arrays. The non-zero values and the columns arrays can be seen as a single array of pairs, since every entry has to be accessed at the same time. Once a row is indexed, then a loop over the values in that row has to be performed, so that the corresponding column is found, and therefore, the value. If the column is not present, then the value is assumed to be zero, since this data structures contains all non-zero values. The main advantage is that it is a full-compressed format if $\text{NumNonZeroValues} \cdot 2 > \text{NumZeroValues}$, where $\text{NumNonZeroValues}$ and $\text{NumZeroValues}$ are the number of non-zero and zero values in the original matrix, respectively. However, the drawbacks is that the search of elements in the non-zero values and columns arrays is not coalesced when using parallelism per row. Moreover, since it is a full-compressed format, there is no room for modifying the values, such as introducing new non-zero values.
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SNP systems in the literature typically are not fully connected graphs. In such situations, the transition matrix gets sparse, and therefore, further optimizations based on SpMV can be conveyed. In the following subsections, we discuss some
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**Table**

<table>
<thead>
<tr>
<th>Row pointers:</th>
<th>Non-zero val:</th>
<th>Columns:</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 2 5 5</td>
<td>3 1 2 4 1 -2 1 5 1</td>
<td>0 2 1 2 3 0 1 2 3</td>
</tr>
</tbody>
</table>

**Figure 1:** CSR format example

- **ELL** format. This representation aims at increase the memory coalescing access of threads in CUDA. This is achieved by using a matrix of pairs, containing a trimmed, transposed version of the original matrix (see Figure 2 for an example). Each column of the ELL matrix is devoted for each row of the matrix, even though the row is empty (all elements are zero). Every element is a pair, where the first position denotes the column and the second is the value, of only the non-zero elements in the corresponding row. However, the size of the matrix is fixed, so the number of columns equals the number of rows of the original matrix, but the number of rows is the maximum length of a row in terms of non-zero values; in other words, the maximum amount of non-zero elements in a row of the original matrix. Rows containing fewer elements will pad the difference with null elements. The main advantage of this format is that threads will always access the elements of all rows in coalesced way, and the null elements padded by short rows can be utilize to incorporate new data. However, there is a waste of memory, which is worst when the rows are unbalance in terms of number of zeros.

**Figure 2:** ELL format example

<table>
<thead>
<tr>
<th>Column</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0,3)</td>
<td>(1,2)</td>
</tr>
<tr>
<td>(2,1)</td>
<td>(2,4)</td>
</tr>
<tr>
<td>(1,1)</td>
<td></td>
</tr>
<tr>
<td>(2,5)</td>
<td>(3,1)</td>
</tr>
</tbody>
</table>

**Length of longest row**
approaches. Of course, if the graph inherent to a SNP system leads to a dense transition matrix, then a normal format can be employed, because using sparse formats will increase the memory footprint.

5.1 Approach with ELL Format

The first approach to compress the representation of a sparse transition matrix, \( M_\pi \), is to use the ELL format (see Figure 3 for an example), leading to the compressed matrix \( M_s^\pi \). The following aspects have to be taken into consideration:

- The number of rows of \( M_s^\pi \) equals the maximum amount of non-zero values in a row of \( M_\pi \), denoted by \( Z \). It can be shown that \( Z = \text{MaxOutDegree} + 1 \), where \( \text{MaxOutDegree} \) is the maximum output degree found in the neurons of the SNP system. \( Z \) can be derived from the composition of the transition matrix, where a row devoted for a rule \( E/a^c \rightarrow a^p \) contains the values \(+p\) for every neuron (columns) to which the neuron it belongs has a synapse, and a value \(-c\) for consuming the spikes in the neuron it belongs.

- The values inside columns can be sorted, so that the consumption of spikes \((-c\) values\) are placed at the first row. In this way, all threads can start with the same task, consuming spikes.

- Every position of \( M_s^\pi \) is a pair (although not represented in Figure 3), where the first element is a neuron label, and second is \(+p\).

The idea is to assign a thread to each rule, and so, one per column of the spiking vector \( S_k \) and one per column of \( M_s^\pi \) (real rows of the transition matrix). For the vector-matrix multiplication, it is enough to iterate \( Z \) times (number of rows in \( M_s^\pi \)). In each iteration, the computed value is added to the corresponding neuron position in the configuration vector \( C_k \). Since some threads will possibly write to the same positions in the configuration vector, a solution would be to use atomic operations, which are available on GPUs to calculate additions, among others.

5.2 Optimized Approach

If, in general, there are more than one rule in the neurons, lot of threads in the first approach will be inactive (having a 0 in the spiking vector), causing branch divergence and non-coalesced memory access. Moreover, note in Figure 3 that columns corresponding to rules belonging to the same neuron will contain redundant information: the generation of spikes is replicated for all synapses.

Therefore, a more efficient sparse matrix representation can be obtained when maintaining the synapses separated from the rule information. This can be done as follows:

- **Rule information.** By using a CSR-like format (see Figure 4 for an example), rules of the form \( E/a^c \rightarrow a^p \) (also forgetting rules are included, assuming
$p = 0$ can be represented by a double array storing the values $c$ and $p$ (also the regular expression, but this is required only to select a spiking vector, and hence is out of scope of this work). A pointer array is employed to relate, for each neuron, the subset of rules that has associated.

- **Synapse matrix**, $S_y$. It has a column per neuron $i$, and a row for every neuron $j$ such that $(i, j) \in \text{Syn}$ (there is a synapse). That is, every element of the matrix corresponds to a synapse or null, given that the number of rows equals to the maximum output degree in the neurons of the SNP system $\pi$, and padding is required.

- **Spiking vector** is modified, containing only $m$ positions, one per neuron, and stating which rule $0 \leq r \leq n$ is selected.

The way to operate with this approach is to assign a thread to each column of the synapse matrix (requiring $m$ threads, one per neuron). Each thread will access to the corresponding rule stated in the spiking vector, delete $c$ in the configuration vector $C_k$, and add $p$ to each neuron defined in synapse matrix in $C_k$. 

Fig. 3: Sparse matrix representation of a SNP system based on ELL format
5.3 Ideas for Dynamic Networks

The optimized sparse matrix representation discussed in Section 5.2 can be further extended to support rules that modify the network, such as budding, division or plasticity.

Figure 5 shows an example on how a budding rule can be supported. First, the synapse matrix has to be flexible enough to host new neurons. This can be accomplished by allocating a matrix large enough to populate new neurons (probably up to fill the whole memory available on the GPU). Thus, for a budding rule $[E]_i \rightarrow \emptyset / j / k$, the required operations to modify the synapse matrix are:

1. Allocate a column for the new neuron $k$.
2. Copy column $i$ to $k$.
3. Delete content of column $i$ and add only one element for $k$.
4. Change label $i$ to $j$.

This will require to use a map of the column labels of the synapse matrix, saying to which neuron it corresponds. The same map can be used to index the rule information structure. A further optimization is to swap the labels $i$ for $k$ instead of copying the column content. One major drawback of this approach is that the creation of new neurons cannot run fully in parallel; that is, assigning new columns to created neurons in a transition step is a serialized process. Some techniques such as prefix sum can be applied to cope with this issue and convert a serial process into a logarithmic-step operation.

An example for division rules can be seen in Figure 6. Again, the synapse matrix has to be extended to contain empty columns to host populated new neurons during the simulation, and a map of neuron labels have to be managed.

For a division rule $[E]_i \rightarrow [j]_y[]_k$, the following operations have to be performed:
1. Allocate a new column for neuron $k$.
2. Copy column $i$ to $k$.
3. Change label of $i$ to $j$.
4. Find all occurrences of $i$ in the synapse matrix, change it for $j$ and add $k$ in the column.

The last operation can be shown to be very expensive, since it requires to loop all over the synapse matrix. Moreover, when adding $k$ in all the neurons containing $i$ in the synapses, it would be possible to exceed the predetermined size $Z$. For this situation, a special array of overflows will be needed, like ELL+COO format for SpMV [2].

Finally, Figure 7 shows an example for plasticity rules. In this case, the synapse matrix can be allocated in advance to an exact size, since no new neurons
are created. However, enough rows $Z$ have to be pre-established to support the maximum amount of synapses, what can be precomputed by looking to the initial out degrees of the neurons and the size of the $N$ sets in the plasticity rules for adding synapses: $E/a^c \rightarrow ak(i, N_j)$, with $\alpha = +/\pm/\mp$.

The following operations have to be performed to reproduce the behaviour:

1. When deleting synapses, loop $Z$ times to find the corresponding neurons in the matrix, and set them to null. Holes might appear in the columns.

2. When adding synapses, loop $Z$ times to find holes in the column and add the corresponding neurons.

Since holes might appear in the columns when deleting synapses, we will need to loop over $Z$ times every column to compute the next transition, or to add new synapses. Sorting algorithms can be run in parallel, but most probably it will not worth the effort.

6 Conclusions and Future Work

In this paper, we have analysed the problem of having sparse matrices in the matrix representation of SNP systems. Downgrades in the simulator performance would appear if no solutions are found. However, this is a known issue in other disciplines, and efficient sparse matrix representations have been introduced in the literature.

We proposed a two efficient sparse representations for SNP systems, one based on the classic format ELL, and an optimized one based on CSR and ELL. We also analysed their behaviour when supporting rules for dynamic networks: division, budding and plasticity. The representation for plasticity poses more advantages than the one for division and budding, since the synapse matrix size can be pre-computed. Thus, no label mapping nor empty columns for new neurons are
required. Moreover, simulating the creation of new neurons in parallel can damage the performance of the simulator significantly, because this operation can be sequential. Plasticity rules do not create new neurons, so this is avoided.

As future work, we plan to provide implementations of this ideas within cuSNP framework, and deep analyse the different results with real examples from the literature. We believe that this ideas will help to bring efficient tools to simulate SNP systems on GPUs, enabling the simulation of large networks in parallel.
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Summary. P systems with active membranes is a widely studied framework within the field of Membrane Computing since the creation of the discipline. The abstraction of the structure and behavior of living cells is reflected in the tree-like hierarchy and the kinds of rules that can be used in these kinds of systems.

Resembling the organization and communication between cells within tissues that form organs, tissue-like P systems were defined as their abstractions, using symport/antiport rules, that is, moving and exchanging elements from one cell to another one. All the cells are located in an environment where there exist an arbitrary number of some elements.

Lately, symport/antiport rules have been used in the framework of cell-like membrane systems in order to study their computational power. Interesting results have been reached, since they act similarly to their counterparts in the framework of tissue P systems.

Here, the use of the former defined rules (that is, evolution, communication, dissolution and division/separation rules) is considered, but not working with a tree-like structure. Some remarks about choosing good semantics are given.

Key words: Membrane Computing, Active cells, Computational Complexity, P versus NP problem.

1 Introduction

Membrane Computing is a distributed parallel computing paradigm inspired by the way the living cells process chemical substances, energy and information. The processor units in the basic model are abstractions of biological membranes, selectively permeable barriers which give cells their outer boundaries (plasma membranes) and their inner compartments (organelles). They control the flow of information between cells and the movement of substances into and out of cells and they are also involved in the capture and release of energy. Biological membranes play an active part in the life of the cell. In fact, the passing of a chemical substance
through a biological membrane is often implemented by an interaction between
the membrane itself and the protein channels present in it. During this interac-
tion, the chemical substance and the membrane itself can be modified at least
locally.

*P* systems with active membranes* [7] include rules inspired on the behavior of
the proteins inside the cells. Recalling, evolution rules are the abstraction of the
mutation of the chemical compounds within singular organelles, communication
rules give us the idea of the transport of the proteins through the membranes of
the cells, dissolution rules remember the process of *apoptosis*, which makes the cell
to “kill itself” (in this case, we take the inspiration and apply it to membranes).
At last, division and separation rules are the rules that can create an exponential
workspace in polynomial time. These are inspired by the asexual and sexual cell
processes, that give birth to new cells.

All of those rules can be successfully applied in the framework of tissue-like P
systems. Moreover, it would be a more natural way to describe the functioning of
these rules at the cells that in the membranes. As an analogy to *P* systems with
active membranes, we are going to call them *P* systems with active cells

The paper is organized as follows. Next section briefly introduces some prelimi-
naries needed to make the work self-contained. Section 3 will be devoted to present
both syntax and semantics of tissue-like *P* systems with active cells, letting Sec-
tion 4 dedicated to present some results concerning the computational complexity
classes reached by this kind of membrane systems. The paper ends with some open
problems and concluding remarks.

2 Preliminaries

An alphabet *Γ* is a non-empty set and their elements are called *symbols*. A string *u*
over *Γ* is an ordered finite sequence of symbols, that is, a mapping from a natural
number of *n* ∈ ℤ onto *Γ*. The number *n* is called the *length* of the string *u* and it
is denoted by |*u*|. The empty string (with length 0) is denoted by λ. The set of all
strings over an alphabet *Γ* is denoted by *Γ*++. A *language* over *Γ* is a subset of *Γ*++.

A multiset over an alphabet *Γ* is an ordered pair (*Γ*, *f*) where *f* is a mapping
from *Γ* onto the set of natural numbers ℤ. The *support* of a multiset *m* = (*Γ*, *f*)
is defined as supp(*m*) = {*x* ∈ *Γ*| *f*(*x*) > 0}. A multiset is finite (respectively,
empty) if its support is a finite (respectively, empty) set. We denote by ∅ the
empty multiset. We denote by *M*(_Γ_*) the set of all finite multisets over *Γ*. The
*cardinal* of a finite multiset *m* is defined as ∑ *x*∈*Γ* *m*(*x*).

Let *m*₁ = (*Γ*, *f*₁), *m*₂ = (*Γ*, *f*₂) be multisets over *Γ*, then the union of *m*₁ and
*m*₂, denoted by *m*₁ + *m*₂, is the multiset (*Γ*, *g*), where *g*(*x*) = *f*₁(*x*) + *f*₂(*x*) for
each *x* ∈ *Γ*. We say that *m*₁ is contained in *m*₂ and we denote it by *m*₁ ⊆ *m*₂, if
*f*₁(*x*) ≤ *f*₂(*x*) for each *x* ∈ *Γ*. The relative complement of *m*₂ in *m*₁, denoted by
*m*₁ \ *m*₂, is the multiset (*Γ*, *g*), where *g*(*x*) = *f*₁(*x*) − *f*₂(*x*) if *f*₁(*x*) ≥ *f*₂(*x*), and
*g*(*x*) = 0 otherwise.
A rooted tree is a connected, acyclic, undirected graph in which one of the vertices (called the root of the tree) is distinguished from the others. Given a node $x$ (different from the root) in a rooted tree, if the last edge on the (unique) path from the root to the node $x$ is $\{x, y\}$ (so $x \neq y$), then $y$ is the parent of node $x$ and $x$ is a child of node $y$. We denote it by $y = p(x)$ and $x \in ch(y)$. The root is the only node in the tree with no parent. A node with no children is called a leaf (see [2] for details).

Let us recall that the pair function $\langle n, m \rangle = ((n + m)(n + m + 1)/2) + n$ is a polynomial-time computable function which is also a primitive recursive and bijective function from $\mathbb{N} \times \mathbb{N}$ to $\mathbb{N}$.

A decision problem $X$ is one whose solution is either “yes” or “no”. This can be formally defined by an ordered pair $(I_X, \theta_X)$, where $I_X$ is a language over a finite alphabet and $\theta_X$ is a total boolean function over $I_X$. The elements of $I_X$ are called instances of the problem $X$.

2.1 Recognizer membrane systems

In this section, a membrane system designates any variant of P system. Recognizer membrane systems were introduced in [4] and they provide a natural framework to solve decision problems by means of devices in Membrane Computing.

**Definition 1.** A membrane system $\Pi$ is a recognizer membrane system if the following holds:

1. The working alphabet $\Gamma$ of $\Pi$ has two distinguished objects yes and no.
2. There exists an (input) alphabet $\Sigma$ strictly contained in $\Gamma$.
3. The initial multisets $M_1, \ldots, M_q$ of $\Pi$ are multisets over $\Gamma \setminus \Sigma$.
4. There exists a distinguished membrane called the input membrane.
5. The output region $i_{out}$ is the environment.
6. All computations halt.
7. If $C$ is a computation of $\Pi$, then either object yes or object no (but not both) must have been released into the environment, and only at the last step of the computation.

In recognizer membrane systems any computation is either an accepting computation (when object yes is released into the environment at the last step).

For each finite multiset $m$ over the input alphabet $\Sigma$, the computation of the system $\Pi$ with input $m$ starts from the configuration obtained by adding the input multiset $m$ to the contents of the input membrane, in the initial configuration of $\Pi$. Therefore, in this kind of systems we have an initial configuration associated with each input multiset $m$ (over the input alphabet $\Sigma$). We denote $\Pi + m$ the membrane system $\Pi$ with input multiset $m$. 
2.2 Polynomial complexity classes of recognizer membrane systems

Next, let us recall the concept of efficient solvability by means of a family of recognizer membrane systems (see [4] for more details).

Definition 2. A decision problem \(X = (I_X, \theta_X)\) is solvable in polynomial time by a family \(\Pi = \{\Pi(n)|n \in \mathbb{N}\}\) of recognizer membrane systems from a class \(\mathcal{R}\), in a uniform way, denoted by \(X \in \text{PMC}_\mathcal{R}\), if the following statements hold:

- the family \(\Pi\) is polynomially uniform by Turing machines, that is, there exists a deterministic Turing machine working in polynomial time which constructs the system \(\Pi(n)\) from \(n \in \mathbb{N}\);
- there exists a pair \((\text{cod}, s)\) of polynomial-time computable functions over the set \(I_X\) such that:
  - for each instance \(u \in I_X\), \(s(u)\) is a natural number and \(\text{cod}(u)\) is the input multiset of the system \(\Pi(s(u))\);
  - for each \(n \in \mathbb{N}\), \(s^{-1}(n)\) is a finite set;
  - the family \(\Pi\) is polynomially bounded with regard to \((X, \text{cod}, s)\), that is, there exists a polynomial function \(p\), such that for each \(u \in I_X\) every computation of \(\Pi(s(u)) + \text{cod}(u)\) is halting and it performs at most \(p(|u|)\);
  - the family \(\Pi\) is sound with regard to \((X, \text{cod}, s)\), that is, for each \(u \in I_X\), if there exists an accepting computation of \(\Pi(s(u)) + \text{cod}(u)\), then \(\theta_X(u) = 1\);
  - the family \(\Pi\) is complete with regard to \((X, \text{cod}, s)\), that is, for each \(u \in I_X\), if \(\theta_X(u) = 1\), then every computation of \(\Pi(s(u)) + \text{cod}(u)\) is an accepting one.

The polynomial complexity class \(\text{PMC}_\mathcal{R}\) is closed under polynomial-time reduction and under complement [5].

3 Tissue-like P Systems with Active Cells

This new kind of P systems keeps the inspiration keeps the foundations of classical tissue P systems, that is, the exchange of elements between the cells. Here, instead of the use of symport/antiport rules, we are going to introduce the application of the rules typically used in cell-like P systems with active membranes.

3.1 Syntax

Definition 3. A tissue-like P system with active membranes and separation rules of degree \(q \geq 1\) is a tuple \((\Gamma, \Gamma_0, \Gamma_1, H, H_0, H_1, \mu, M_1, \ldots, M_q, \mathcal{R}, \text{out})\), where:

- \(\Gamma\) is a finite alphabet and \(H = \{1, \ldots, q\}\);
- \(\{\Gamma_0, \Gamma_1\}\) is a partition of \(\Gamma\) and \(\{H_0, H_1\}\) is a partition of \(H\);
- \(M_1, \ldots, M_q\) are finite multisets over \(\Gamma\);
- \(\mathcal{R}\) is a finite set of rules over \(\Gamma\) of the following forms:
(a) \(a \rightarrow u\) for \(h \in H, \alpha \in \{+,-,0\}, a \in \Gamma, u \in M_f(\Gamma)\) (object evolution rules).
(b) \(a [1]_h^\alpha \rightarrow [b]_h^\alpha\) for \(h \in H, \alpha_1, \alpha_2 \in \{+,-,0\}, a, b \in \Gamma\) (send-in communication rules).
(c) \(a [b]_h^\alpha \rightarrow b [c]_h^\alpha\) for \(h \in H, \alpha, \alpha_1, \alpha_2 \in \{+,-,0\}, a, b, c \in \Gamma\) (send-out communication rules).
(d) \(a [b]_h^\alpha \rightarrow b\) for \(h \in H, \alpha \in \{+,-,0\}, a, b \in \Gamma\) (dissolution rules).
(e) \(a [b]_h^\alpha \rightarrow [c]_h^\alpha\) for \(h \in H, \alpha, \alpha_1, \alpha_2, \alpha_3 \in \{+,-,0\}, a, b, c \in \Gamma\) (division rules for elementary membranes).
(f) \(a [b]_h^\alpha \rightarrow [c]_h^\alpha\) for \(h \in H, \alpha, \alpha_1, \alpha_2, \alpha_3 \in \{+,-,0\}, a, b, c \in \Gamma\) (separation rules for non-elementary membranes).

\[ i_{out} \in H \cup \{\text{env}\}, \text{where env} \notin \Gamma \cup H. \]

A tissue-like P system with active cells of degree \(q \geq 1\) can be viewed as a set of \(q\) cells, labelled by elements of \(H\), arranged in a directed structure \(\mu\) given by a directed graph (the cell structure) whose nodes \(h\) that have outdegree \((h) = 0\) are called elementary cells, such that: (a) \(M_1, \ldots, M_q\) represent the finite multisets of objects (symbols of the working alphabet \(\Gamma\)) initially placed in the \(q\) cells of the system; (b) \(R\) is a finite set of rules over \(\Gamma\) associated with the system; and (c) \(i_{out} \in H \cup \{\text{env}\}\) indicates the output region. We use the term region \(i\) to refer to cell \(i\) in the case \(i \in H\) and to refer to the “environment” of the system in the case \(i = \text{env}\). If the membrane system makes no use of separation rules for non-elementary cells, then sets \(H_0\) and \(H_1\) will be omitted. If separation rules either for elementary and non-elementary cells are not used, then we can omit either the sets \(H_0\) and \(H_1\) and \(T_0\) and \(T_1\). The length of a rule is the number of objects involved in it (for instance, the length of the object evolution rule \(a \rightarrow u\) is \(1 + |u|\)). Let us notice that in this framework we can change (classical) object evolution rules by cooperative evolution rules (see [11] for more details).

For each cell \(h\) different for cells \(h\) with indegree \((h) \neq 0\), we denote \(p(h)\) the label of the parent of \(h\) in \(\mu\). By convention, the “parent” of cells \(h\) with indegree \((h) = 0\) is the environment of the system.

### 3.2 Semantics

An instantaneous description or a configuration \(C_t\) at an instant \(t\) of a P system with active cells is described by the cell structure at instant \(t\) and all multisets of objects over \(\Gamma\) associated with all the membranes present in the system at the moment.
An object evolution rule \([ a \to u ]_h^\alpha\) is applicable to a configuration \(C_t\) at an instant \(t\), if there exists a cell labelled by \(h\) with polarization \(\alpha\) in \(C_t\) which contains object \(a\). When applying such a rule, object \(a\) is consumed and all objects from multiset \(u\) are produced in that membrane.

A send-in communication rule \([ a ]_h^\alpha \to [ b ]_h^\alpha\) is applicable to a configuration \(C_t\) at an instant \(t\), if there exists a cell labelled by \(h\) with polarization \(\alpha\) in \(C_t\) such that \(\text{indegree}(h) > 0\) and its parent one of its parent cells contain object \(a\). When applying such a rule, object \(a\) is consumed from the selected parent cell and object \(b\) is produced in the corresponding cell \(h\), and the polarization of cell \(h\) changes to \(\alpha_2\).

A send-out communication rule \([ a ]_h^\alpha \to b [\ldots ]_h^\alpha\) is applicable to a configuration \(C_t\) at an instant \(t\), if there exists a cell labelled by \(h\) with polarization \(\alpha\) in \(C_t\) such that it contains object \(a\). When applying such a rule, object \(a\) is consumed from such cell and object \(b\) is produced in the one of its parent cells chosen in a non-deterministic way, and the polarization of cell \(h\) changes to \(\alpha_2\).

A dissolution rule \([ a ]_h^\alpha \to b [\ldots ]_h^\alpha\) is applicable to a configuration \(C_t\) at an instant \(t\), if there exists a cell labelled by \(h\) with polarization \(\alpha\) in \(C_t\) different from the output region, such that it contains object \(a\). When applying such a rule, object \(a\) is consumed, cell \(h\) is dissolved and its objects are sent to one of the parents cells, chosen non-deterministically (or ancestors that have not been dissolved). For all \(h'\) such that \(f(h') = h\) and \(h''\) such that \(f(h) = h''\), when \(h\) is dissolved, new edges from all \(h''\) to all \(h'\) are created, and edges from \(h''\) to \(h\) and from \(h\) to \(h'\) are removed.

A division rule \([ a ]_h^\alpha \to [ b ]_h^\alpha [ c ]_h^\alpha\) is applicable to a configuration \(C_t\) at an instant \(t\), if there exists a cell labelled by \(h\) with polarization \(\alpha\) in \(C_t\), different from the output region, such that it is an elementary cell and contains object \(a\). When applying such a rule, the cell is divided into two cells with the same label, one with polarization \(\alpha\) and the other one with polarization \(\alpha_2\); at the same time, object \(a\) is consumed and object \(b\) appears in the first cell, and \(c\) in the second one, and the remaining objects get duplicated in the two created cells. For all \(h'\) such that \(f(h') = h\) and \(h''\) such that \(f(h) = h''\), when \(h\) is dissolved, then edges from all \(h''\) to \(h\) and from \(h\) to \(h'\) are duplicated.

A separation rule \([ a ]_h^\alpha \to [ I_0 ]_h^\alpha [ I_1 ]_h^\alpha\) is applicable to a configuration \(C_t\) at an instant \(t\), if there exists a cell labelled by \(h\) with polarization \(\alpha\) in \(C_t\), different from the output region, such that it is an elementary cell and contains object \(a\). When applying such a rule, the cell is separated into two cells with the same label, one with polarization \(\alpha\) and the other one with polarization \(\alpha_2\); at the same time, object \(a\) is consumed and the multiset of objects contained in membrane \(h\) get distributed: the objects from \(I_0\) are placed in one cell, those from \(I_1\) are placed in the second one. For all \(h'\) such that \(f(h') = h\) and \(h''\) such that \(f(h) = h''\), when \(h\) is dissolved, then edges from all \(h''\) to \(h\) and from \(h\) to \(h'\) are duplicated.

A dissolution rule \([ a ]_h^\alpha \to b [\ldots ]_h^\alpha\) is applicable to a configuration \(C_t\) at an instant \(t\), if there exists a cell labelled by \(h\) with polarization \(\alpha\) in \(C_t\), different from the output region, such that it is the parent of a cell labelled by
When applying such a division rule to a cell labelled by $h$ in a configuration $C_t$, that cell is divided into two cells with the same label with polarizations $\alpha_5$ and $\alpha_6$, in such a way that the contents (multiset of objects) and relations (children and parent cells) are duplicated into the two new cells, except from cells labelled by $h_0$, that becomes a child cell of the first one, with polarization $\alpha_3$, and $h_1$, that becomes a child cell of the second one, with polarization $\alpha_4$. For all $h'$ such that $f(h') = h$ and $h''$ such that $f(h) = h''$, when $h$ is dissolved, then edges from all $h''$ to $h$ and from $h$ to $h'$ are duplicated (except for edges from $h$ to $h_0$ and $h_1$, which ones remains one for each new created cell).

A separation rule $[\Gamma_0]_{h_0} [\Gamma_1]_{h_1} \rightarrow [\Gamma_0']_{h_0'} [\Gamma_1']_{h_1'}$ is applicable to a configuration $C_t$ at an instant $t$, if there exists a cell labelled by $h$ with polarization $\alpha$ in $C_t$, different from the output region, such that it is the parent of a cell labelled by $h_0$ with polarization $\alpha_3$ and of another cell labelled by $h_1$ with polarization $\alpha_2$. When applying such a separation rule to a cell labelled by $h$ in a configuration $C_t$, that cell is separated into two cells with the same label with polarizations $5$ and $6$, in such a way that the contents (multisets of objects) and relations (children cells) are distributed as follows: The first cell receives the multiset of objects from $0$, and all child cells whose label belongs to $H_0$; and the second cell receives the multiset of objects from $1$, and all child cells whose label belongs to $H_1$. For all $h'$ such that $f(h') = h$ and $h''$ such that $f(h) = h''$, when $h$ is dissolved, then edges from all $h''$ to $h$ are duplicated, and edges from $h$ to $h'$ are distributed depending on whether they belong to $H_0$ or $H_1$.

In tissue-like P systems with active cells, the rules are applied according to the following principles:

- The rules associated with membranes labelled with $h$ are used for all copies of this membrane.
- At one transition step, one object can be used by only one rule (chosen in a non-deterministic way).
- At one transition step, a cell can be subject of only one rule of types (b)–(f), and then it is applied at most once.
- Object evolution rules can be simultaneously applied to a cell with one rule of types (b)–(f). Object evolution rules are applied in a maximally parallel manner.
- If at the same time a membrane labelled with $h$ is divided/separated by a rule of type (e) or (f) and there are objects in this cells which evolve by means of rules of type (a), then we suppose that first the evolution rules of type (a) are used, changing the objects, and then the separation is produced. Of course, this process takes only one transition step.
- Output cell can never get divided, separated, nor dissolved.

Let us consider a tissue-like P systems with active cells $II$ We say that configuration $C_t$ yields configuration $C_{t+1}$ in one transition step, denoted by $C_t \Rightarrow_{II} C_{t+1}$, if we can pass from $C_t$ to $C_{t+1}$ by applying the rules from the system following the
previous remarks. A computation of \( II \) is a (finite or infinite) sequence of configurations such that: (a) the first term is the initial configuration of the system; (b) for each \( n \geq 1 \), the \( n \)-th configuration of the sequence is obtained from the previous configuration in one transition step; and (c) if the sequence is finite (called halting computation) then the last term is a halting configuration (a configuration where no rule of the system is applicable to it).

All computations start from an initial configuration and proceed as stated above; only halting computations give a result, which is encoded by the objects present in the output region \( i_{\text{out}} \) associated with the halting configuration. If \( C = \{C_t\}_{t<r} \) is a halting computation, then the length of \( C \), denoted by \(|C|\), is \( r \), that is, \(|C|\) is the number of non-initial configurations which appear in the finite sequence \( C \). For each \( i \) (1 \( \leq i \leq q \)) we denote by \( C_t^i \) the finite multiset of objects over \( I \) contained in all cells labelled by \( i \) (by applying division or separation rules different cells with the same label can be created) at configuration \( C_t \).

### 3.3 Families of tissue-like P systems with active cells

We use the following notations:

- \( \mathcal{NAC}(\alpha, \beta, \delta) \), where \( \alpha \in \{+e, -e\}, \beta \in \{+c, -c\} \) and \( \delta \in \{+d, -d\} \), is the class of all recognizer P systems with active cells without using division nor separation rules.
- \( \mathcal{DAC}(\alpha, \beta, \delta, \gamma) \), where \( \alpha \in \{+e, -e\}, \beta \in \{+c, -c\}, \delta \in \{+d, -d\} \) and \( \alpha \in \{+n, -n\} \), is the class of all recognizer P systems with active cells and division rules.
- \( \mathcal{SAC}(\alpha, \beta, \delta, \gamma) \), where \( \alpha \in \{+e, -e\}, \beta \in \{+c, -c\}, \delta \in \{+d, -d\} \) and \( \alpha \in \{+n, -n\} \), is the class of all recognizer P systems with active cells and separation rules.

The meaning of parameters is the following:

- if \( \alpha = +e \) (resp., \( -e \)) then evolution rules are permitted (resp., forbidden).
- if \( \alpha = +c \) (resp., \( -c \)) then communication rules are permitted (resp., forbidden).
- if \( \alpha = +d \) (resp., \( -d \)) then dissolution rules are permitted (resp., forbidden).
- if \( \alpha = +n \) (resp., \( -n \)) then division/separation rules for elementary and non-elementary cells are permitted (resp., only division/separation rules for elementary cells are permitted).

### 3.4 Another (not so relevant) approach

One question discussed when this framework was being created was:

*In tissue-like membrane systems, the natural definition would be the one where when we do a communication rule, the cell interacts the environment (objects go*
to the environment in send-out communication rules and comes from it in send-in communication rules. The same goes to dissolution rules, that is, when a cell dissolves, its contents go to the environment.

This definition seems the best in order to capture the behavior of tissue P systems. But because of the simple structure created, it has little interest regarding the computational complexity of these systems.

If this kind of systems is defined, we can suppose that there are \( q \) cells disposed in the environment, and they can interact with it through communication and dissolution rules. But we can simulate this behavior with P systems with active membranes with \( q+1 \) membranes, where \( q \) membranes are situated within one that acts as the environment in the previous system. So complexity classes where these families of P systems were involved in would be weaker than classical P systems with active membranes, therefore it will not be considered.

4 Some Results About Computational Complexity

First of all, it is easy to see that every P system with active cells is at least as powerful as its active membranes counterpart. It can be proved because every P system with active membranes structure is defined by a rooted tree \( \mu \). A tree is a particular case of a graph, where cycles are not allowed. For every P system with active membranes, we can define a P system with active cells that simulates its behavior. Let \( \Pi = (\Gamma, \Gamma_0, H, H_0, H_1, \mu, M_1, \ldots, M_q, R, i_{\text{out}}) \) a P system with active membranes. We can create (in polynomial time) a P system with active membrane that simulates its behavior. Let \( \Pi' = (\Gamma, \Gamma_0, H, H_0, H_1, \mu', M_1, \ldots, M_q, R, i_{\text{out}}) \) be the P system with active cells that simulates its behavior. \( \mu' \) is constructed as follows:

- Let \( \mu' \) be a single node \( h \), where \( h \) is the label of the skin membrane of \( \Pi \).
- For every membrane \( h' \) situated within another membrane \( h \) in \( \Pi \), we create a node \( h' \) in \( \mu' \) and add an edge from \( h \) to \( h' \).

The directed graph obtained has the shape of a directed rooted tree, and as it has the same set of rules, semantics of the system makes \( \Pi' \) simulate the behavior of \( \Pi' \). We can conclude with:

**Theorem 1.** \( \text{PMC}_{\mathcal{A}, \mathcal{M}(\alpha, \beta, \delta, \gamma)} \subseteq \text{PMC}_{\mathcal{A}, \mathcal{C}(\alpha, \beta, \delta, \gamma)} \),

no matter which kinds of rules we are using.

4.1 Some complexity classes

As it happened with P systems with active membranes, we can use the Milano Theorem [14] to state that no computationally hard problems can be solved in polynomial time without using rules allowing the generation of an exponential number of membranes/cells in polynomial time. Then:
Theorem 2. \( P = \text{PMC}_{N,AC} \)

In [8, 9], an upper bound of the complexity of P systems with active membranes was given. In fact, algorithms used there did not complain about the “direction of the edges” in the graph defining the systems, so the same technique can be used here.

Theorem 3. \( \text{PSPACE} = \text{PMC}_{D,AC}(+e, +c, +d, +n) \)

In fact, we can use this technique to define an upper bound for systems that use separation rules instead of division rules.

Theorem 4. \( \text{PMC}_{S,AM}(+e, +c, +d, +n) \cup \text{PMC}_{S,AC}(+e, +c, +d, +n) \subseteq \text{PSPACE} \)

4.2 Polarizationless P systems with active cells

In previous works, P systems with active membranes were demonstrated to be too powerful in order to obtain new frontiers to tackle the problem \( P \) vs. \( \text{NP} \). In order to obtain less powerful systems, polarizationes were avoided, giving place to polarizationless P systems with active membranes. Some frontiers of efficiency were obtained in this new framework. We can do the same in P systems with active cells, so we would obtain polarizationless P systems with active cells. These systems are defined as polarizationless P systems with active membranes are defined to P systems with active membranes.

We use the following notations:

- \( D_{AC}^0(\alpha, \beta, \delta, \gamma) \), where \( \alpha \in \{+e, -e\} \), \( \beta \in \{+c, -c\} \), \( \delta \in \{+d, -d\} \) and \( \alpha \in \{+n, -n\} \), is the class of all recognizer polarizationless P systems with active cells and division rules.

- \( S_{AC}^0(\alpha, \beta, \delta, \gamma) \), where \( \alpha \in \{+e, -e\} \), \( \beta \in \{+c, -c\} \), \( \delta \in \{+d, -d\} \) and \( \alpha \in \{+n, -n\} \), is the class of all recognizer polarizationless P systems with active cells and separation rules.

The meaning of parameters is the same than before.

In [3, 12] that families of P systems which make no use of dissolution rules can only solve tractable problems in an efficient way. The technique used is the dependency graph technique, and we can adapt it to P systems with active cells, so:

Theorem 5. \( P = \text{PMC}_{D,AC}(+e, +c, -d, +n) = \text{PMC}_{S,AC}(+e, +c, -d, +n) \)

Proof. Here, the creation of the graph differs from the original one since a cell can have two parent cells, unlike in active membranes, where each membrane could have at most one parent membrane. So, we have to contemplate this in the next algorithm:

Input: \( \Pi \) (with \( R \) as its set of rules and \( H \) as its label set)
for each rule $r \in \mathcal{R}$ of $\Pi$ do

if $r = [a \rightarrow a]_h \wedge alphabet(u) = \{a_1, \ldots, a_s\}$ then

\[ V_\Pi \leftarrow V_\Pi \cup \sum_{j=1}^{s} \{(a, h), (a_j, h)\} \]

\[ E_\Pi \leftarrow E_\Pi \cup \sum_{j=1}^{s} \{(a, h), (a_j, h)\} \]

else if $r = [a]_h \rightarrow \] then

\[ V_\Pi \leftarrow V_\Pi \cup \sum_{h' = f(h)} \{(a, h), (b, h')\} \]

\[ E_\Pi \leftarrow E_\Pi \cup \sum_{h' = f(h)} \{(a, h), (b, h')\} \]

else if $r = \] then

\[ V_\Pi \leftarrow V_\Pi \cup \sum_{h = f(h')} \{(a, h), (c, h)\} \]

\[ E_\Pi \leftarrow E_\Pi \cup \sum_{h = f(h')} \{(a, h), (c, h)\} \]

else if $r = [a]_h \rightarrow \] then

\[ V_\Pi \leftarrow V_\Pi \cup \{(a, h), (b, h)\} \]

\[ E_\Pi \leftarrow E_\Pi \cup \{(a, h), (b, h)\} \]

else if $r = [a]_h \rightarrow \] then

\[ V_\Pi \leftarrow V_\Pi \cup \{(a, h), (b, h)\} \]

\[ E_\Pi \leftarrow E_\Pi \cup \{(a, h), (b, h)\} \]

\[ V_\Pi \leftarrow V_\Pi \cup \{(a, h), (b, h)\} \]

else if $r = \[a]_h \rightarrow \[b]_h \] then

\[ V_\Pi \leftarrow V_\Pi \cup \{(a, h), (b, h)\} \]

\[ E_\Pi \leftarrow E_\Pi \cup \{(a, h), (b, h)\} \]

\[ V_\Pi \leftarrow V_\Pi \cup \{(a, h), (b, h)\} \]

The running time of this algorithm is bounded by $O(|\mathcal{R}| \cdot q)$, where $q$ is the value $max(max\{length(r) : r \in \mathcal{R}\}, |H|)$. The rest of the demonstration is similar to the given in [3, 12].

In [1], a uniform solution to $\text{QSAT}$ problem was given with polarizationless $\mathcal{P}$ systems with active membranes that make use of dissolution and division rules for elementary and non-elementary membranes. This solution, of course, can be adapted to polarizationless $\mathcal{P}$ systems with active cells. Thus:

**Theorem 6.** $\text{PSPACE} = \text{PMC}_{\mathcal{D}, \mathcal{A}, c, d, e, n}$

Here, a new version of the Păun’s conjecture can be outlined:

\[ \mathcal{P} \equiv \text{PMC}_{\mathcal{D}, \mathcal{A}, c, d, e, n} \]

4.3 Minimal cooperation in polarizationless $\mathcal{P}$ systems with active membranes

Some interesting results have been reached in the framework of $\mathcal{P}$ systems with active membranes when minimal cooperation has been introduced. That is, with this kind of rules, we can make the objects in the regions collaborate with each other. The term minimal tell us that the left part of a rule can have at most two
In the context of polarizationless P systems with active cells, the following kinds of minimal cooperation in object evolution rules are considered.

- Primary minimal cooperation (pmc): object evolution rules are of the form \([u \rightarrow v]_h\), where \(h \in H\), \(u, v\) are multisets over \(\Gamma\), and \(1 \leq |u|, |v| \leq 2\), but at least one object evolution rule verifies \(|u| = 2\).

- Bounded minimal cooperation (bmc): object evolution rules are of the form \([u \rightarrow v]_h\), where \(h \in H\), \(u, v\) are multisets over \(\Gamma\), and \(1 \leq |u| \leq |v| \leq 2\), but at least one object evolution rule verifies \(|u| = 2\).

- Minimal cooperation and minimal production (mcmp): object evolution rules are of the form \([a \rightarrow b]_h\), \([a \rightarrow b]_h\), where \(h \in H\), \(a, b, c \in \Gamma\), but at least one object evolution rule is of the second type.

We use the same notations that in polarizationless P systems with active cells (that make use of classical object evolution rules), but now \(\alpha \in \{\text{pmc, bmc, mcmp}\}\).

In [10], the use of bounded minimal cooperation were demonstrated to be strong enough to solve NP-complete problems.

**Theorem 7.** \(\text{NP} \cup \text{co} - \text{NP} \subseteq \text{PMC}_{\mathcal{D}, \mathcal{AC}^0}(\text{bmc;} + c,-d,-n)\)

In [13], this result was improved by using mcmp rules, that is:

**Theorem 8.** \(\text{NP} \cup \text{co} - \text{NP} \subseteq \text{PMC}_{\mathcal{D}, \mathcal{AC}^0}(\text{mcmp}; + c,-d,-n)\)

Nevertheless, it is different when we use separation rules instead of division rules. In this framework, it was demonstrated in [11] that the use of bounded minimal cooperation is not powerful enough to solve NP-complete problems. It was demonstrated with the algorithmic technique, and in this case we can adapt the algorithm to deal with polarizationless P systems with active cells.

**Theorem 9.** \(\text{P} = \text{PMC}_{\mathcal{S}, \mathcal{AC}^0}(\text{bmc}; + c,+d,+n)\)

Bearing in mind that minimal cooperation with minimal production in object evolution rules is a particular case of bounded minimal cooperation, we deduce the following result:

**Theorem 10.** \(\text{P} = \text{PMC}_{\mathcal{S}, \mathcal{AC}^0}(\text{mcmp}; + c,+d,+n)\)

In order to obtain efficient solutions to presumably intractable problems in the framework of polarizationless P systems with active cells, we have to make use of primary minimal cooperation. We can use the same solution to SAT problem that in [12], therefore:

**Theorem 11.** \(\text{NP} \cup \text{co} - \text{NP} \subseteq \text{PMC}_{\mathcal{S}, \mathcal{AC}^0}(\text{pmc}; + c,-d,-n)\)
5 Conclusions

In this work, we present a new kind of families of P systems, the so-called P systems with active cells. The union of the syntax and semantics of P systems with active membranes and the structure of tissue-like P systems give this kind of membrane systems some interesting properties. It is useful in order to obtain new frontiers of efficiency regarding the direction of the edges. We can see P systems with active membranes as directed graphs that have edges in only one direction. If we remove the restriction of the direction of the edges, we obtain P systems with active membranes. It is no surprising that these membrane systems are at least as powerful as the former ones.

Some classical results in P systems with active membranes are reviewed to obtain their equivalent when we are treating with P systems with active cells. Both systems with polarizations and polarizationless ones are studied, giving an upper bound of them and, like in the framework of active membranes, is PSPACE.

Minimal cooperation have been recently investigated to study its relevance in the power of polarizationless P systems with active membranes, and here we give their counterpart active cells definitions. All the results given here are quite similar to their active membranes counterparts, therefore a first question appear:

- Does the direction matter? That is, does:

\[ \text{PMC}_{AM}(\alpha, \beta, \delta, \gamma) = \text{PMC}_{AC}(\alpha, \beta, \delta, \gamma) \]

remains?
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1 Introduction

The main goal of this paper is to extend the success obtained by membrane computing as a modelling tool in different fields to a less explored one, as computational economics. In the context of the so-called producer-retailer problem, multiset rewriting rules for modelling some economic processes were proposed [10], mainly for production of goods from raw material, reception of orders from con-
sumers and purchase transactions. Also, basic numerical evolution of this system was suggested.

The paper mentioned implied a great starting point to show the capabilities of the paradigm in certain fields, but it was not focused on the reproducibility with specific conceptual and software tools. Thus, there were no indications for the reader about the specific framework within membrane computing used to obtain the results presented, neither hints about the membrane structure underlying the system nor the rest of the implementation details.

In order to reinforce the interest in Computational Economics as a promising research path within the applications of Membrane computing, the present paper details the implementation of a PDP system that replicates the results obtained by Gh. and R. Păun. We call this model “Initial producer-retailer model”, explaining in depth its design in Section 3, right after introducing the context of this work in Section 2. Once obtained this first result, we propose an “Enhanced producer-retailer model” in Section 4, including several economic issues not considered in the initial model. In both cases, implementation details are provided, along with the analyses of the results obtained under different scenarios. Finally, we outline the main conclusions of this work in Section 5.

2 Preliminaries

This section starts introducing the topic of computational modelling, discussing some widely spread approaches and the choice made with membrane computing. More specifically, it will present the framework of PDP systems, used to model the economic processes presented at the end of the section.

2.1 Modelling approaches

Traditionally, biological systems have been mainly modelled using ordinary differential equations. This approach has several drawbacks: model complexity usually requires a numerical approach; model extension or improvements requires a reconstruction of the model from scratch and difficulties arise handling cases when objects appear in a reduced number of copies or processes have a strong discrete nature.

On the contrary, membrane computing [9] has many advantages for modelling systems. It presents a high degree of generality as a modelling framework (objects, multisets and evolution rewriting rules can be used to model many different situations). It is easy to add any number of membranes and/or evolution rules without essentially changing the type of P system. This modularity allows to introduce extensions or improvements to the model. Additionally, parallelism is introduced in a natural way in the model, and there are no limits to the number of variables interacting simultaneously.

Due to these previous properties, membrane computing has been applied with great success for modelling biological systems, both at a micro level, for cellular
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2.2 Population Dynamic P systems

PDP Systems (Population Dynamic P system) were developed to consider the computational impact of the previous issues [4]. Formally, a PDP system of degree \((q, m)\) and \(T \geq 1\) units of time is a tuple \(\Pi = (G, I, \Sigma, T, \{\Pi_k : 1 \leq k \leq m\}, \{E_j : 1 \leq j \leq m\}, R_E)\), where:

- \(G = (V, S)\) is a directed graph with \(m \geq 1\). \(V = \{e_1, \ldots, e_m\}\).
- \(I\) and \(\Sigma\) are alphabets such that \(\Sigma \subseteq I\).
- \(T \geq 1\) and \(n \geq 1\) are natural numbers.
- \(\forall k, 1 \leq k \leq m, \Pi_k = (I; \mu, M_1, \ldots, M_q, R, i_{in})\), where:
  - \(\mu\) is a rooted tree with \(q \geq 1\) nodes labelled with elements of \(\{1, \ldots, q\} \times \{0, +, -\}\).
  - \(\forall i, 1 \leq i \leq q, M_i \in M_f(I)\).
  - \(R\) is a finite set of rules of the type: \(u[v]_{i}^{\alpha} \xrightarrow{p} u'[v']_{i}{\alpha'}\), where \(u, v, v' \in M_f(I), 1 \leq i \leq q, \alpha, \alpha' \in \{0, +, -\}\), and \(p\) is a probability function with domain \(\{0, \ldots, T\}\). Also, the sum of probabilities of rules whose left hand side (LHS) is \(u[v]_{i}^{\alpha}\) is 1 at each instant \(t(0 \leq t \leq T)\).
  - \(i\)\textsubscript{in} is a node of \(\mu\).
- \(\forall j, 1 \leq j \leq m, E_j \in M_f(\Sigma)\).
- \(R_E\) is a finite set of environment rules of the type: \((x)e_j \xrightarrow{p_1}(y_{1})e_{j,1}, \ldots, (y_{h})e_{j,h}\), where \(x, y_1, \ldots, y_h \in \Sigma, \{(e_{j,1}, e_{j,2}) \in S, 1 \leq j \leq m, 1 \leq i \leq h\}\), and \(p_1\) is a probability function with domain \(\{0, \ldots, T\}\). Also, at each instant \(t\), with \(0 \leq t \leq T\), the sum of all probability function values associated to rules whose LHS is \((x)e_j\) must be 1.
- There are no rules of the type \(u[v]_{i}^{\alpha} \xrightarrow{p} u'[v']_{i}{\alpha'}\) in the skin membrane of P Systems and environment rules of the type: \((x)e_j \xrightarrow{p_1}(y_{1})e_{j,1}, \ldots, (y_{h})e_{j,h}\) such that \(x \in u\).
- Each environment \(e_j\) contains exactly one system \(\Pi_k\).

Therefore, A PDP system \(\Pi\) of degree \((q, m)\) presents \(m\) environments \(e_1, \ldots, e_m\) interconnected by edges of a directed graph \(G\). Each of these environments \(e_j\) can only contain symbols of alphabet \(\Sigma\), and a unique ordinary P System \(\Pi_k = (I; \mu, M_1, \ldots, M_q, R, i_{in})\) with this same skeleton inside each environment, but such that the initial multisets of \(\Pi_k\) depend on \(e_j\) and the probability functions associated with rules of \(\Pi_k\) depend on \(e_j\). Finally, the semantics of PDP systems depends on the algorithm of simulation.
2.3 Economic process modeling

Traditionally, economics processes have been modelled using differential equation systems. Although these modelling techniques are predominant, many efforts have been made to investigate other techniques such as multi-agent techniques [5]. Due to the good performance of PDP systems modeling dynamics of biological systems, many researchers have proposed the idea of using membrane computing in modeling economic processes [7, 8, 1, 10, 11].

A parallelism between biological and economic processes can be identified, as Păun analyses in [10]. Many elements of membrane computing can be interpreted in economic terms. An object can represent any unit of a generic item involved in different economic processes. Also, they can represent elements of diverse nature: material good, monetary units, depreciation representation, authorization for transactions, caps of production, etc. A membrane can be any entity as producer, consumers, markets, whole economy or any other element interacting with another one. As usual in P systems, any membrane has objects associated with it. Objects can have multiplicities greater than one, so a natural way or handling them is to use multisets. Finally, multiset rewriting rules can model different kind of interactions between objects of different or the same membrane and they can represent a huge variety of processes as purchase transactions, production of goods or depreciation phenomena.

3 Initial Retailer Producer model

This section will explore in certain detail some usual economic phenomena, through the reference problem well known as “Retailer-producer” problem. After its general description, the formal model designed is presented, along with the interpretation of the elements included, the parameters involved and the deep analysis of the different modules of rules involved in the evolution of the system. Finally, the simulation results are shown and analysed.

3.1 General description

Informally, the retailer-producer problem can be described as a one good market with several players interacting with each other. A set of producers $P_i$ that transform raw material produced by a generic source $S$ into units of good $d$ and a set of retailers $R_j$, that receive orders $\bar{d}$ from a generic consumer $C$. Both try to match units of $d$ with $\bar{d}$ by means of transactions. These players are represented in 1 as circles. Each one is characterized by a parameter: $P_i$ has a production capacity, $R_j$ has a storage capacity, $S$ produces raw material $a$ at a constant rate and $C$ generates a demand $\bar{d}$ at a constant rate. Transactions between players are represented as double arrow lines. Each of these transactions imply the exchange of monetary units characterized by its owner. $u_S$ in possession of $S$, obtained from
P_i who have paid a price for each unit of a; u_i in possession of P_i, obtained from R_j who have paid a price for each unit of d; v_j in possession of C who have paid a price for each unit of d and u_C in possession of C. These are injected externally into the system allowing the consumer to throw orders.

Prices must be added to the different interactions: wholesale distributors price, that is, price at which S sells a unit of a to P_i; the price of a unit of d when sold by R_j to C and the price of a unit of d when sold by P_i to R_j. Simultaneously to the existence of prices, there are budget restrictions associated to each player. No more units of goods can be bought than the equivalent ones to the total number of monetary units owned by each player. The existence of prices enriches the evolution of the system, introducing the possibility of lack of money and making impossible to apply certain rules.

Finally, the system evolves cyclically with five steps: 1) generation of the initial conditions, 2) production of goods and reception of orders for those goods, 3) generation of purchase authorizations, 4) purchase transactions and 5) technical and cleaning rules.

Fig. 1. Schematic representation of retailer-producer problem

Production side
In economic theory, P_i has a production function (number of goods or services produced) with the following general form: Y_i = f_i (factors of production). These factors are the different physical inputs used to produce goods. Typically, they are classified into three main categories: raw material, labor of workers and capital.
stock. While $f_i$ specifies how factors are transformed into goods. For simplicity, we make some assumptions. All $P_i$ have access to the same technology, thus they all have the same production function $\forall(Y_i = Y)$. Also, each $P_i$ takes as factors: raw material provided by $S$; production capacity (also known as capital stock) and, for simplicity, labor is not considered. Thus, we can simplify the production function obtaining: $Y_i = Y = f(\text{rawmaterial, capital}) = f(a, b_i)$.

The multiplicity of $a$ represents the total amount of raw material available for production and the multiplicity $b_i$ represents the total production capacity of $P_i$. Additionally, we consider the simplest form for $f$, where only one unit of $a$ and $b_i$ are consumed to produce one unit of $d$. This exchange rate can be easily changed to consider more complex situations.

**Demand side**

In real markets, there is a bunch of individual consumers requiring units of good $d$. In the context of the so-called, economic rational behavior model, the behavior of each individual consumer is captured by a utility function of the form: $U_i = U_i(\text{consumed inputs}) = U_i(\text{consumption, leisure})$. $U$ quantifies in monetary units the happiness of individuals, making explicit their preferences about the simultaneous consumption of multiple disposable goods. Units of $d$ obtained by consumer is called consumption and leisure can be considered as the time not dedicated to work (with a clear cost of opportunity). Classical economical models consider that rational individuals try to maximize his utility function. For simplicity, we make some assumptions. The only factor for utility is the consumption of $d$ and labor (as complementary to leisure) is not considered. All consumers have the same utility function, same preferences and, thus, the same behavior $\forall i(U_i = U)$. This gives rise to the concept of representative consumer (more generally, representative agents). We can consider the sum of the utility functions of the population of consumers, generating a, so called, aggregate demand of $d$ (each unit is denoted by $\bar{d}$). This can be represented as a generic consumer $C$. Thus, we can simplify the utility function obtaining: $U_i = U = g(d)$.

**3.2 Model formalization**

A simple membrane structure for the PDP system is selected with a unique environment containing one P system with two membranes. Membrane 1 is used for the $R_j$ and $P_i$ operations of good and order generation. Membrane 2 is used for performing the purchase transactions. The previous system will be modelled by a PDP system of degree $(2, 1)$ and $T \geq 1$ units of time $\Pi = (G, \Gamma, \Sigma, T, R_E, \mu, R_B, \{f_r \in R''\}, M_1, M_2)$, where $G = (V, E)$, with $V = \{e_1\}$ and $E = (e_1, e_1)$ and working alphabet: $\Gamma = \{b_i, d_i, u_i, c_j, d_j, v_j, e_j, f(i, j) : 1 \leq i \leq k_1, 1 \leq j \leq k_2\} \cup \{R_1, R_2\} \cup \{C, S, d, a, u_C, u_S\}$, where:

- $C$: aggregate generic consumer.
- $S$: raw material supplier.
• $d$: unit of aggregate demand from $C$.
• $a$: unit of supplied raw material provided by $S$.
• $u_C$: monetary unit owned by $C$.
• $u_S$: monetary unit owned by $S$.
• $b_i$: unit of production capacity of $P_i$, $1 \leq i \leq k_1$.
• $d_i$: unit of good supplied by $P_i$, $1 \leq i \leq k_1$.
• $u_i$: monetary unit owned by $P_i$, $1 \leq i \leq k_1$.
• $c_j$: unit of capacity of $R_j$, $1 \leq j \leq k_2$.
• $d_j$: unit of good demanded by $R_j$, $1 \leq j \leq k_2$.
• $v_j$: monetary unit owned by $R_j$, $1 \leq j \leq k_2$.
• $\bar{e}_j$: unit of good demanded by $R_j$ and authorized for transaction unit of $d_j$, $1 \leq j \leq k_2$.
• $f(i, j)$: authorization for $d_j$ to be exchanged with $d_i$, for $1 \leq i \leq k_1$, $1 \leq j \leq k_2$.
• $R_1, R_2$: for technical reasons.
• $\Sigma = \emptyset$.
• $R_E = \emptyset$.
• $\Pi = \{\Gamma, \mu, M_1, M_2, R_H\}$, where $\mu = [\mu_1]_2$ and $M_1 = \{C, S, R_1, R_2\} \cup \{b_i^{k_1,1}, u_i^{k_1,2} : 1 \leq i \leq k_1\} \cup \{c_j^{k_2,3} : 1 \leq j \leq k_2\}$

Model parameters

• $k_1$: total number of producers.
• $k_2$: total number of retailers.
• $k_3$: units of $a$ inserted into the system by $S$.
• $k_4$: allowed deviation from $k_3$.
• $k_5$: units of $\bar{d}$ inserted into the system by $C$.
• $k_6$: allowed deviation from $k_5$.
• $k_7$: price fixed by $S$ for each unit of $a$.
• $k_8$: price fixed by $C$ as an estimation of each order of good.
• $k_{i,1}$: initial production capacity of $P_i$, $1 \leq i \leq k_1$.
• $k_{i,2}$: initial monetary units of $P_i$, $1 \leq i \leq k_1$.
• $k_{j,3}$: initial capacity of $R_j$, $1 \leq j \leq k_2$.
• $k_{m,4}$: discrete prob distribution of units of $a$ inserted into the system by $S$, $1 \leq m \leq 3$.
• $k_{m,5}$: discrete prob distribution of units of $\bar{d}$ inserted into the system by $C$, $1 \leq m \leq 3$.
• $k_{i,6}$: price fixed by $P_i$ for each unit of $d_i$, $1 \leq i \leq k_1$.
• $k_{j,7}$: price fixed by $R_j$ for each order of good, $1 \leq j \leq k_2$.

3.3 Modules of rules

Module 1: Initialization

The initial conditions for the cycle are generated, including the disposability of $\bar{d}$ and $a$. We assume that $S$ can supply a nearly fixed amount of $a$ at the beginning
of each cycle. To introduce some variability (not associated to any concrete real economic behavior), we will decompose the basic rule in a bunch of rules differing slightly around $k_3$ in the number of generated units of $a$. This variability is controlled by parameter $k_4$ and the associated probability of each rule $k_{m4}$.

$$
\begin{align*}
  r_1 &\equiv R_1 s[1]_2 \xrightarrow{p=k_{14}} a^{k_3+k_4}s[R_1]_2^+ \\
  r_2 &\equiv R_1 s[1]_2 \xrightarrow{p=k_{24}} a^{k_3}s[R_1]_2^+ \\
  r_3 &\equiv R_1 s[1]_2 \xrightarrow{p=k_{34}} a^{k_3-k_4}s[R_1]_2^+ \\
  r_4 &\equiv R_1 s[1]_2 \xrightarrow{p=1-k_{14}-k_2-k_3-k_4} a^{k_3-2k_4}s[R_1]_2^+
\end{align*}
$$

We also assume that $C$ generates a nearly fixed amount of $\bar{d}$ at the beginning of each cycle. Again, we decompose the basic rule in a bunch of rules differing slightly around $k_5$ in the number of generated units of $d$. This variability is controlled by parameter $k_6$ and the associated probability of each rule $k_{m5}$. $C$ also “generates” the amount of money estimated to throw orders to $R_j$ to be able to satisfy completely the demand $\bar{d}$, controlled by $k_8$.

$$
\begin{align*}
  r_5 &\equiv R_2 c[1]_2 \xrightarrow{p=k_{15}} \bar{d}^{k_5+k_6}u^{(k_5+k_6)k_8}C[R_2]_2^+ \\
  r_6 &\equiv R_2 c[1]_2 \xrightarrow{p=k_{25}} \bar{d}^{k_5}u^{k_5k_8}C[R_2]_2^+ \\
  r_7 &\equiv R_2 c[1]_2 \xrightarrow{p=k_{35}} \bar{d}^{k_3-k_6}u^{(k_5-k_6)k_8}C[R_2]_2^+ \\
  r_8 &\equiv R_2 c[1]_2 \xrightarrow{p=1-k_{15}-k_2-k_3-k_5} \bar{d}^{k_5-2k_6}u^{(k_5-2k_6)k_8}C[R_2]_2^+
\end{align*}
$$

Despite being considered in theoretical models, this idea of generating money from “nothing” at the beginning of each cycle is completely counterintuitive and does not reflect the real behavior of actual systems. This is one of the ideas that leads to an enhancement and reformulation of this initial model in following chapters.

**Module 2: Producer & Retailer operation**

Objects $P_i$ have at their disposal the amount of $a$ generated in Step 1. They compete to obtain units of $a$, so that they can generate units of $d$ according to their production function. For each unit of $a$ used by $P_i$ it must pay a price $k_7$, reducing the number of $u_i$ owned by $P_i$ and increasing the ones $u_S$ owned by $S$. Finally, each unit of $d$ produced by $P_i$ is denoted by $d_i$, with $1 \leq i \leq k$.

$$
  r_9 \equiv ab_iu^{k_7}C[i]_2^+ \rightarrow u^{k_7}_S[d_i]_2^+, 1 \leq i \leq k_1
$$

$R_j$ must provide service to $\bar{d}$ generated in Step 1. They compete to get units of $\bar{d}$ to serve the demand of $C$. It may also be interpreted as $R_j$ receives orders from $C$. For each unit ordered by $C$ to $R_j$ it must pay a price $k_{j7}$, reducing the number of $u_C$ owned by $C$ and increasing the ones $v_j$ owned by $R_j$. We will allow different prices for order to each $R_j$ (parameter $k_{j7}$). Each unit of good necessity $\bar{d}$ served by $R_j$ is denoted by $\bar{d}_j$, with $1 \leq j \leq k_2$.

$$
  r_{10} \equiv \bar{d}c{j}u^{k_{j7}}C[i]_2^+ \rightarrow \bar{d}_j[v_j]_2^{k_{j7}}, 1 \leq i \leq k_2
$$
Module 3: Performing transactions

Once orders \(\bar{d}_j\) have been received by \(R_j\) and units \(d_i\) are generated by \(P_i\), the commercial transactions can take place. One item of \(d\) is purchased by \(R_j\) from \(P_i\) to satisfy the order \(\bar{d}\) carried by \(R_j\). For each unit bought by \(R_j\) it must pay a price, reducing the number of \(v_j\) owned by \(R_j\) and increasing the ones \(u_i\) owned by \(P_i\). Capacities \(c_j\) and \(b_i\) consumed in the production of \(d_i\) and \(\bar{d}_j\) are set free.

\[
[d_i \bar{d}_j v^{\text{price}}_j]_2 \xrightarrow{\text{probability}} [b_i c_j u^{\text{price}}_i]_2
\]

Additionally, we can associate a probability to each possible transaction comprising many effects: the confidence of \(R_j\) on \(P_i\); the price of the product offered by \(P_i\); the willingness of \(R_i\) to buy a good or the necessity of \(P_i\) to sell a good. Depending on the effects considered and their variability during the process, these probabilities must be computed once at the beginning of the process or recalculated after each cycle. An intuitive way of thinking about these probabilities is that the unit probability is distributed among a bunch of rules of this type:

\[
[d_1 \bar{d}_1 v^{\text{price}}_1]_2 \xrightarrow{p_{11}} [b_1 c_1 u^{\text{price}}_1]_2, \quad [d_3 \bar{d}_1 v^{\text{price}}_1]_2 \xrightarrow{p_{13}} [b_3 c_1 u^{\text{price}}_3]_2, \quad [d_2 \bar{d}_1 v^{\text{price}}_1]_2 \xrightarrow{p_{12}} [b_2 c_1 u^{\text{price}}_2]_2
\]

so that \(p_{11} + p_{12} + p_{13} = 1\). On the other hand, PDP systems do not allow a direct translation of rules of this type because the evolution of any possible LHS is determined by a set of rules summing probability one. This drawback is solved creating for each exchange transaction between \(P_i\) and \(R_j\), a symbol \(f_{j,i}\) that acts as an authorization card for the transaction. This \(f_{j,i}\) follows the originally desired probability distribution and can be used to simulate geographical barriers between players or preference for one of the producers. Now, probabilities associated to rules with the same LHS sum up to one and the purchase transactions can take place but now with probability one.

\[
\begin{align*}
    r_{14} &\equiv [\bar{d}_1]_2 \xrightarrow{p=1} [\bar{d}_1 f_{1,1}]_2 &
    r_{15} &\equiv [\bar{d}_1]_2 \xrightarrow{p=0} [\bar{d}_1 f_{1,2}]_2 \\
    r_{16} &\equiv [\bar{d}_2]_2 \xrightarrow{p=0.5} [\bar{d}_2 f_{2,1}]_2 &
    r_{17} &\equiv [\bar{d}_2]_2 \xrightarrow{p=0.5} [\bar{d}_2 f_{2,2}]_2 \\
    r_{18} &\equiv [\bar{d}_3]_2 \xrightarrow{p=0.15} [\bar{d}_3 f_{3,1}]_2 &
    r_{20} &\equiv [\bar{d}_3]_2 \xrightarrow{p=0.85} [\bar{d}_3 f_{3,2}]_2 \\
    r_{20} &\equiv [\bar{d}_i \bar{d}_j f_{j,i} v^{\text{price}}_{j,i}]_2 \xrightarrow{p=0} [b_i c_j u^{\text{price}}_{j,i}]_2, & 1 \leq i \leq k_1, 1 \leq j \leq k_2
\end{align*}
\]

Further developments of the model could explore the possibility of considering dynamic probabilities for these transactions.

Technical & cleaning rules

Finally, some rules are necessary for technical reasons. \(f_{i,j}\) not exhausted in purchase transactions have no utility and symbols \(r_1\) and \(r_2\) are restored to their original location.
\[ r_{26} \equiv [f_{i,j}]_2^- \rightarrow \bar{0}_2, 1 \leq i \leq k_1, 1 \leq j \leq k_2 \]

\[ r_{30} \equiv [r_1r_2]_2^- \rightarrow r_1r_2[\bar{0}]_2^0 \]

\[ \tilde{d}_j \text{ and } v_j \text{ not exchanged represent real things and cannot be cleaned.} \]

\[ r_{27} \equiv [\bar{d}_j]_2^- \rightarrow \bar{d}_j[\bar{0}]_2^0, 1 \leq j \leq k_2 \]

\[ r_{29} \equiv [d_i]_2^- \rightarrow d_i[\bar{0}]_2^0, 1 \leq i \leq k_1 \]

\[ r_{28} \equiv [v_j]_2^- \rightarrow v_j[\bar{0}]_2^0, 1 \leq j \leq k_2 \]

Similarly, we have the symmetric operations at the beginning of the cycle, pushing these elements into the operational membrane 2.

\[ r_{12} \equiv [d_j]_2^+ \rightarrow \tilde{d}_j[\bar{0}]_2^0, 1 \leq j \leq k_2 \]

\[ r_{11} \equiv [d_i]_2^+ \rightarrow d_i[\bar{0}]_2^0, 1 \leq i \leq k_1 \]

\[ r_{13} \equiv [v_j]_2^+ \rightarrow v_j[\bar{0}]_2^0, 1 \leq j \leq k_2 \]

### 3.4 Simulation results

To compare the results of our implementation to the ones described by Paun, we will try to use the same set of values and number of cycles. In our model, 200 cycles with 5 steps in each cycle using DNDP-4 algorithm as inference engine.

For this purpose we consider the chart provided in Paun’s article and compare it to the plot of the same output variables in our model \((u_1, u_2, v_1, v_2)\). Both charts are represented with the same axis scale and number of T cycles.

![Fig. 2. Evolution of monetary units owned by retailers - Paun Model vs Initial Model](image)

### 4 Enhanced model

After the initial model presented, it started a process to go deeper into economic phenomena, leading to an enhanced model, enriched with a number of features of
Table 1. MeCoSim simulation parameter values

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value/s</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k_1$</td>
<td>2</td>
<td>Total number of producers</td>
</tr>
<tr>
<td>$k_2$</td>
<td>3</td>
<td>Total number of retailers</td>
</tr>
<tr>
<td>$k_3$</td>
<td>60</td>
<td>Units of $a$ inserted into the system by $S$</td>
</tr>
<tr>
<td>$k_4$</td>
<td>1</td>
<td>Deviation from $k_3$</td>
</tr>
<tr>
<td>$k_5$</td>
<td>60</td>
<td>Units of $\bar{d}$ inserted into the system by $C$</td>
</tr>
<tr>
<td>$k_6$</td>
<td>1</td>
<td>Deviation from $k_5$</td>
</tr>
<tr>
<td>$k_7$</td>
<td>11</td>
<td>Price fixed by $S$ for each unit of $a$</td>
</tr>
<tr>
<td>$k_8$</td>
<td>14</td>
<td>Price fixed by $C$ as an estimation of each order of good</td>
</tr>
<tr>
<td>$k_{1,1}$</td>
<td>(65, 35)</td>
<td>Initial production capacity of $P_i$, $1 \leq i \leq k_1$</td>
</tr>
<tr>
<td>$k_{1,2}$</td>
<td>(750, 400)</td>
<td>Initial monetary units of $P_i$, $1 \leq i \leq k_1$</td>
</tr>
<tr>
<td>$k_{1,3}$</td>
<td>(50, 30, 20)</td>
<td>Initial capacity of $R_j$, $1 \leq j \leq k_2$</td>
</tr>
<tr>
<td>$k_{m,4}$</td>
<td>(0.01, 0.95, 0.03)</td>
<td>Prob distrib. of $a$ inserted into the system by $S$</td>
</tr>
<tr>
<td>$k_{m,5}$</td>
<td>(0.03, 0.90, 0.04)</td>
<td>Prob distrib. of units of $\bar{d}$ inserted into the system by $C$</td>
</tr>
<tr>
<td>$k_{1,6}$</td>
<td>(12, 13)</td>
<td>Price fixed by $P_i$ for each unit of $d_i$</td>
</tr>
<tr>
<td>$k_{i,7}$</td>
<td>(13, 14, 15)</td>
<td>Price fixed by $R_j$ for each order of good $j$, $1 \leq j \leq k_2$</td>
</tr>
</tbody>
</table>

interest. This section focuses in the description of the new ingredients involved, the new processes studied and the details of the new model designed, following the section a structure similar to the previous one, from the foundations about the processing to the exploration of the model and analysis of the simulations.

4.1 General description

The behavior of the previous initial model can be condensed as follows: a steady increase of monetary units owned by $P_i$, $R_j$ and $C$; nearly stable $P_i$’s and $R_j$’s capacities and monetary units obtained by $S$ get out of circulation in the system. These facts can be explained by the absence of variations in the rest of parameter of the model. First, prices associated to goods, raw material and aggregate demand are initially settled and remain unchanged during the system evolution (absence of a natural process trying to find a price of equilibrium). Secondly, $P_i$’s and $R_j$’s capacities are fixed and no changes are allowed (lack of a capital market). Additionally, there is an artificial exogenous injection of monetary units at the beginning of each cycle. To get our initial model nearer to real situations, new issues must be modelled. In the next chapters, some of the latter restrictions
will be relaxed or modified. First, variations of $P_i$'s and $R_j$'s capacities will be allowed (associated to capital stock depreciation and investment decisions). Secondly, the external injection of monetary units will be substituted by new cyclic monetary flows in the systems. Finally, randomness arise in a much more elegant way, characteristic of PDP models. This enhanced model is represented in Fig. 3.

Fig. 3. Schematic representation of retailer producer problem - Enhanced Model

Randomness in a PDP-way

In our first model, the randomness of $a$ and $\bar{d}$ was introduced in a very naive way. Making use of a bunch of rules to generate that random behavior where each rule represented a small variations around a central value. However, a more elegant “PDP-way” of generating randomness in rewriting rules has been proposed. Consider a set of generic rules with the following structure:

$$[s] \rightarrow [s a^{N-L} w^{2L}]$$

Its willing is to generate approximately $N$ units of $a$ ($a^N$). First, we generate $a^{N-L} w^{2L}$, where, $N-L$ represents the lower limit of a hypothetic range for multiplicity of $a$ and $N+L$, its upper limit. Secondly, two possible rules are applied to this new symbol $w$, each one with probability 0.5. Transforming $w$ in one unit of
a or clearing it. The range of possible values for multiplicity of a is \([a^{N-L}, a^{N+L}]\).

In our enhanced model, this strategy will be used at the beginning of each cycle in the amount of a generated by \(S\), of \(\bar{d}\) produced by \(C\) and in the investment decision mechanism. Further developments of the model could consider more sources of variability: in prices, in the probabilities of performing transactions between \(P_i\) and \(R_j\).

**Ownership of production factors and stakeholders**

In real situations, there are no external injections of monetary units into the system to maintain it evolving. On the contrary, real economy dynamically adjust its parameters internally to maintain its activity cycle after cycle. Hence, we must consider in our model some alternatives to replace this artificially injected money. In a typical macroeconomic model, factors are property of the aggregate consumer \(C\). Thus, \(P_i\) (and \(R_j\) as intermediate producers) must hire these factors out from its owners paying an amount of money for them (producers costs). In our model, there are only costs associated to production capacities. Secondly, in a typical economy, \(C\) is a stakeholder of \(P_i\) and \(R_j\). Thus, the initial number of monetary units in possession of \(P_i\) and \(R_j\) can be interpreted as the initial investment of \(C\). At the end of each cycle, stakeholders expect receiving a certain amount of dividend depending on the benefits obtained by the company. Benefits not distributed remain in the company allowing to pay costs of factors. These two mechanisms generate a flow of monetary units from \(u_i\) and \(v_j\) to \(u_C\). Finally, to make our system closed with no external factors or agents acting on it, \(C\) must also be stakeholder of \(S\). For simplicity, in our model, \(S\) does not need any production capacity to generate units of a (no production costs). Therefore, there will be a flow of monetary units from \(u_S\) to \(u_C\). Provided these three sources of monetary units for \(u_C\), there is no more need of an external injection of monetary units. In this enhanced model, the total number of monetary units flowing in the system is constant, and transactions between \(P_i\), \(R_j\), \(S\) and \(C\) creates monetary unit flows preventing them from accumulation.

**Investment decision capacity increase**

Once purchase transactions have been performed, \(P_i\) have probably obtained a surplus. Although in our initial model they simply accumulated these monetary units, in real situations they must decide what to do with their earnings. This is known as the investment saving decision. There are two choices: to dedicate part of it to accumulate more production capacity. In other words, take decisions about capital stock increase. Or instead of it, remain capacity unchanged, leaving earnings accumulated as savings. This decision, should be based on concrete facts.

For this purpose, we will extend the utility of the “authorization” system \((f_{j,i})\) created in the initial model. Basically, not exhausted authorizations will be interpreted as the existence of demand from \(R_j\) not satisfied. In an ideal situation,
these \( f_{j,i} \) are consumed while purchase transactions are performed. However, in some cases transactions cannot be performed but symbol \( f_{j,i} \) is present (aborted transaction). If it is due to the lack of capacity, it should be increased. Otherwise, it remains unchanged.

**Capital stock depreciation**

Production capacity suffers a phenomenon called depreciation. There exist several economic interpretations for this depreciation: obsolescence; a reduction in the remaining value of future goods the capital stock can produce or a reduction of the market price of capital. In macroeconomic theory, the behavior of capital stock is:

\[
K_t = K_{t-1} - D_{t-1} + I_t,
\]

where:

- \( K_t \) is the capital stock value (production capacity) at time \( t \);
- \( K_{t-1} \) is the capacity at time \( t-1 \);
- \( D_{t-1} \) is the depreciation of \( K_{t-1} \) and \( I_t \) is the inversion at time \( t \). Thus, a mechanism for increasing capacity is needed to ensure recovery from depreciation if needed to satisfy orders not exhausted.

For simplicity, we assume a constant depreciation rate:

\[
D_{t-1} = \delta K_{t-1}.
\]

This depreciation can be modelled as a fixed reduction of the multiplicity of \( b_i \).

### 4.2 Model formalization

The initial model must be modified to consider the new phenomena considered. New symbols are added to the working alphabet, mainly associated to the new way of random generation \((p,q,m_i)\) and the capacity increase mechanism \((g_i,y_i,z_i)\); meanwhile, other ones are eliminated due to the creation of monetary flows in the system \((u_S,R_2)\):

\[
\Gamma_{\text{extended}} = \Gamma / \{u_S,R_2\} \cup \{g_i,y_i,z_i,h_i : 1 \leq i \leq k_1\} \cup \{p,q\}.
\]

Additionally, the set of rules suffer changes: a) the generation of \( a \) and \( \bar{d} \) is adapted to PDP mechanism of randomness, b) \( P_i \) and \( R_j \) operation are slightly modified to consider \( C_s \) property of raw material source, c) new rules to consider payments for capacity and clearing of non-paid capacity units and, also, for capacity increase mechanism and dividend distribution and d) purchase transaction rules are adapted for the following steps of capacity depreciation. Also, new necessary parameters are considered in the model meanwhile other ones are given a new interpretation and other are no longer needed.

It is no necessary to modify the original membrane structure in our new model. Finally, this modified system will be modelled by a PDP system of degree \((2,1)\) and \( T \geq 1 \) units of time \( \Pi = (G,\Gamma,\Sigma,T,R_E,\mu,R_H,\{f_r \in R_H\},M_1,M_2) \), where \( G = (V,E) \), with \( V = \{e_1\} \) and \( E = \{(e_1,e_1)\} \), and working alphabet: \( \Gamma = \{b_i,d_i,u_i,c_j,d_j,v_j,e_j,f_{j,i},g_i,y_i,z_i,h_i : 1 \leq i \leq k_1,1 \leq j \leq k_2\} \cup \{R_1\} \cup \{C,S,d,a,u_C,p,q\} \), where:

- \( C \): aggregate generic consumer.
- \( S \): raw material supplier.
- \( a \): unit of supplied raw material provided by \( S \).
- $p$: randomness generator for a provision by $S$.
- $d$: unit of aggregate demand from $C$.
- $q$: randomness generator for $d$ generation by $C$.
- $u_C$: monetary unit owned by $C$.
- $b_i$: unit of production capacity of $P_i$, $1 \leq i \leq k_1$.
- $h_i$: unit of production capacity of $P_i$ before depreciation, $1 \leq i \leq k_1$.
- $d_i$: unit of good supplied by $P_i$, $1 \leq i \leq k_1$.
- $u_i$: monetary unit owned by $P_i$, $1 \leq i \leq k_1$.
- $c_j$: unit of capacity of $R_j$, $1 \leq j \leq k_2$.
- $d_j$: unit of good demanded by $R_j$, $1 \leq j \leq k_2$.
- $v_j$: monetary unit owned by $R_j$, $1 \leq j \leq k_2$.
- $e_j$: unit of good demanded by $R_j$ and authorized for transaction, $1 \leq j \leq k_2$.
- $f_{i,j}$: authorization for $d_j$ to be exchanged with $d_i$, $1 \leq i \leq k_1$, $1 \leq j \leq k_2$.
- $y_i$: unit (in idle state) of aborted purchase transactions considered for capacity increase, $1 \leq i \leq k_1$.
- $m_i$: randomness generator for $y_i$, $1 \leq i \leq k_1$.
- $z_i$: activated unit of aborted purchase transactions considered for capacity increase, $1 \leq i \leq k_1$.
- $R_1$: for technical reasons.
- $g_i$: for technical reasons, $1 \leq i \leq k_1$.
- $\Sigma = \emptyset$.
- $R_E = \emptyset$.
- $\Pi = (\Gamma, \mu, M_1, M_2, \mathcal{R}_\Pi, \{f_r \in \mathcal{R}_\Pi\})$, where $\mu = \{[[\mathcal{I}]]_2\}_{1, \mathcal{I}}$, $M_1 = \{C, S, R_1\} \cup \{g_i, u_i^{\max value of range}, 1 \leq i \leq k_1\} \cup \{v_j^{\max value of range}, 1 \leq j \leq k_2\} \cup \{b_i^{\max value of range}, 1 \leq i \leq k_1\}$

**Model parameters**

In comparison with the previous initial model, we have introduced modifications in the set of parameters. Some of them have been modified in terms of their meaning, while others have been simply relabeled. Finally, the set of parameters for our model is:

- $k_1$: total number of producers.
- $k_2$: total number of retailers.
- $k_3$: raw material inserted into the system by $S$ min value of range.
- $k_4$: raw material inserted into the system by $S$ max value of range.
- $k_5$: aggregate demand inserted into the system by $C$ min value of range.
- $k_6$: aggregate demand inserted into the system by $C$ max value of range.
- $k_7$: price fixed by $S$ for each unit of $a$.
- $k_8$: number of failed purchases considered for increasing capital stock min value.
- $k_9$: number of failed purchases considered for increasing capital stock max value.
• $k_{10}$: cost of capital stock per cycle.
• $k_{11}$: depreciation rate of capital stock.
• $k_{12}$: step of capacity increase.
• $k_{13}$: dividend percentage.
• $k_{1,1}$: initial production capacity of $P_i$, $1 \leq i \leq k_1$.
• $k_{i,2}$: price fixed by $P_i$ for each unit of $d_i$, $1 \leq i \leq k_1$.
• $k_{j,3}$: initial capacity of $R_j$, $1 \leq j \leq k_2$.
• $k_{j,6}$: price fixed by $R_j$ for each order of good $j$, $1 \leq j \leq k_2$.

4.3 Modules of rules

Based on the cyclic evolution of the initial model we have expanded it including the new operations (Fig. 4): 1) generation of aggregate demand and raw material disposability and rents payment for $P_i$’s and $R_j$’s capacity, 2) production of goods and reception of orders, 3) generation of the authorizations for purchase transactions, 4) purchase transactions and 5) capacity increase decision, capacity depreciation and dividend payment.

Fig. 4. Modules of rules  Enhanced Model
Module 1: Production factor and demand generation

Our first step consists in generating the initial conditions of the cycle: restoring aggregate demand and ensuring raw material disposability. Unlike the initial model, we will use the PDP-way of generating randomness in the amount of generated $a$ and $\bar{d}$. Using new symbols $p$ (respectively, $q$) to control the range $[k_3, k_4]$ (respectively, $[k_5, k_6]$) of possible values of $a$ (respectively, $\bar{d}$). This operation can be performed with a simple set of rules:

\[ r_1 \equiv R_1 sc \[\bar{a}\]_{2} \rightarrow a^{k_3} p^{k_4 - k_3} \bar{d}^{k_5} q^{k_6 - k_5} sc \[a\]_{2} \]

\[ r_2 \equiv p \[\bar{a}\]_{2} \overset{p=0.5}{\rightarrow} a \[a\]_{2} \quad r_3 \equiv p \[\bar{a}\]_{2} \overset{p=0.5}{\rightarrow} \[\bar{a}\]_{2} \]

\[ r_4 \equiv q \[\bar{a}\]_{2} \overset{p=0.5}{\rightarrow} \[a\]_{2} \quad r_5 \equiv q \[\bar{a}\]_{2} \overset{p=0.5}{\rightarrow} \bar{d} \[\bar{d}\]_{2} \]

Additionally, The generation of $a$ and $\bar{d}$ is unified in a single rule but rules on $p$ and $q$ remain separated allowing their independent random behaviour. Also, any reference to the spontaneous appearance of monetary units is removed from the rules taking place at this step.

Module 2: Producers costs

The idea of $C$s property of factors means that $R_j$ and $P_i$ must pay, at the beginning of each cycle, for their capacities $c_j$ and $b_i$. For simplicity, a unique common parameter $k_{10}$ has been selected for both capacities cost. For each unit of $b_i$ used by $P_i$ it must pay a price, reducing the number of $u_i$ owned by $P_i$ and increasing the ones $u_C$ owned by $C$. Similarly, for each unit of $c_i$ used by $R_j$ it must pay a price, reducing the number of $u_j$ owned by $R_j$ and increasing the ones $u_C$ owned by $C$. If $R_j$ and $P_i$ do not have enough monetary units to pay for their capacities, they must give up using them and restore the value of each of these capacity units to their proprietaries via $u_C$ units.

\[ r_9 \equiv u_i^{k_{10}} [b_i]_2 \rightarrow b_i u_C^{k_{10}} [+]_2, 1 \leq i \leq k_1 \quad r_9 \equiv v_j^{k_{10}} [c_j]_2 \rightarrow c_j u_C^{k_{10}} [+]_2, 1 \leq j \leq k_2 \]

\[ r_{11} \equiv [b_i]_2 \rightarrow u_C^{k_{10}} [+]_2, 1 \leq i \leq k_1 \quad r_{11} \equiv [c_j]_2 \rightarrow u_C^{k_{10}} [+]_2, 1 \leq j \leq k_2 \]

Module 3: Producers & retailers operations

$P_i$s rules are slightly modified to include another big conceptual change of our new model: $C$ is the owner of $S$. This idea means a revolution in the system: in the initial model, $S$ simply accumulated the monetary units $u_S$. Now, these units travel from $P_i$ to $S$ and, again, return to $C$. For each unit of a used by $P_i$ it must pay a price ($k_7$ monetary units), reducing the number of $u_i$ owned by $P_i$ and increasing the ones $u_C$ owned by $C$. 
Once purchase transactions have been performed, the remaining monetary units owned by \( R_j \) must face to an amount of aggregate demand generated previously competing to catch units of \( \bar{d} \) to serve necessities of \( C \). It also can be interpreted as \( R_j \) receives orders from \( C \). We will allow each retailer to fix a different price. For each unit of \( \bar{d} \) ordered by \( C \) to \( R_j \), it must pay a price \( k_{j,6} \), reducing the number of \( u_C \) owned by \( C \) and increasing the ones \( v_j \) owned by \( R_j \). Finally, capacity units not consumed are transferred out of membrane 1, waiting for later depreciation operations.

\[
\begin{align*}
    r_{14} & \equiv ab_i u_i^{k_7} [1]^+_2 \rightarrow v_C^{k_7} [d_i]_2, 1 \leq i \leq k_1 \\
    r_{15} & \equiv \bar{d} c_j u_C^{k_6} [1]^+_2 \rightarrow [d_j v_j^{k_6}]_2^0, 1 \leq j \leq k_2 \\
    r_{16} & \equiv b_i [1]_2 \rightarrow [b_i]_2, 1 \leq i \leq k_1 \\
    r_{17} & \equiv c_j [1]_2 \rightarrow [c_j]_2, 1 \leq j \leq k_2
\end{align*}
\]

**Module 4: Purchase transactions**

This module remains almost unchanged with respect to the initial model. A first step of generation of transaction authorizations. Once generated, we can perform the purchase transactions but now with probability one. Again, the discrete probability distributions are embedded in the authorizations generation rules. One item of \( d_i \) is purchased by \( R_j \) from \( P_i \) to satisfy the order \( \bar{e}_j \) carried by \( R_j \). For each unit of \( d_i \), \( R_j \) must pay a price, reducing the number of \( v_j \) and increasing the ones \( u_i \) owned by \( P_i \). Capacities \( c_j \) and \( b_i \) consumed producing \( d_i \) and \( \bar{e} \) are freed. Finally, free \( b_i \) are transformed into new symbols \( h_i \) waiting for depreciation operations.

\[
\begin{align*}
    r_{18} & \equiv [\bar{d}_1]_2 \xrightarrow{p_{1,1}=1} [\bar{e}_1 f_1]_2 \\
    r_{19} & \equiv [\bar{d}_1]_2 \xrightarrow{p_{1,2}=0.1} [\bar{e}_1 f_1]_2 \\
    r_{20} & \equiv [\bar{d}_2]_2 \xrightarrow{p_{2,1}=0.5} [\bar{e}_2 f_2]_2 \\
    r_{21} & \equiv [\bar{d}_2]_2 \xrightarrow{p_{2,2}=0.5} [\bar{e}_2 f_2]_2 \\
    r_{22} & \equiv [\bar{d}_3]_2 \xrightarrow{p_{3,1}=0.15} [\bar{e}_3 f_3]_2 \\
    r_{23} & \equiv [\bar{d}_3]_2 \xrightarrow{p_{3,2}=0.85} [\bar{e}_3 f_3]_2 \\
    r_{24} & \equiv [d_i \bar{e}_j f_j, v_j^{k_1}]_2 \rightarrow u_i^{k_1} [h_i c_j]_2, 1 \leq i \leq k_1, 1 \leq j \leq k_2
\end{align*}
\]

Further developments of the model could explore how to consider dynamic probabilities for these transactions.

**Module 5: Dividends distribution**

Once purchase transactions have been performed, the remaining monetary units owned by \( R_j \) and \( P_i \) can be interpreted as their benefits. On the other hand, \( C \) can be interpreted as stakeholder of \( R_j \) and \( P_i \), and their initial monetary units can be considered the amount of money already invested by them. In this context, a dividend payment can be considered. This dividend percentage is controlled by parameter \( k_{13} \). For simplicity, this will be considered only in \( P_i \):
Module 6: Capacity depreciation

As explained in previous chapter, depreciation will be considered as a reduction of production capacity. For simplicity, it will only be considered a $P_i$’s capacity depreciation. This can be easily modelled as a reduction of $b_i$’s multiplicity with a probability controlled by parameter $k_{11}$, representing capacity disappearance rate.

The global evolution suffered by $b_i$ can be outlined in the following flow:

Further developments of the model could extend the depreciation rules to all actors’ capacities of the system. Indeed, the application of this depreciation rules to any capacity is paired to the necessity of a production capacity increase decision mechanism. If only depreciation acts, it will be reached a point of capacity exhaustion that stops system evolution.

Module 7: Capacity increase decision

The number of aborted transactions considered to increase capacity is controlled by the multiplicity of a new symbol $m_i$. This will be arbitrarily low to generate a reasonably rate of capacity increasing. Additionally, randomness will be included in the generation of symbol $m_i$.

In the previous sections, we analysed the circumstances accompanying a non-performed authorized purchase transaction and determined that this could be a good signal to trigger a capacity increase mechanism. If it is not due to a lack of producer capacity, it is not necessary to increase it.

Otherwise, it is necessary to increase it (controlled by parameter $k_{12}$). To ensure a gradual adaptation of capacity it will be introduced a limit to the number of considered aborted transactions (represented by multiplicity of symbol $y_i$). Additionally, to incorporate randomness into the process, rules in the PDP-way will be included for the generation of symbol $y_i$, using symbol $m_i$. The range of values for
Finally, some rules are necessary for technical reasons. $e_j$ and $v_j$ not exchanged represent real received orders and monetary units so cannot be eliminated.

$$ r_{13} \equiv [v_j]_2 \rightarrow [v_j]_2, 1 \leq j \leq k_2 \quad r_{37} \equiv [e_j]_2 \rightarrow [d_j]_2, 1 \leq j \leq k_2 $$

Symbols $r_1$ and $g_i$ are restored to their initial location. $r_1$ controls the generation of $a$ and $d$, while $g_i$ controls the generation of symbols $y_i$.

$$ r_{38} \equiv [r_1]_2 \rightarrow [r_1]_2 \quad r_{39} \equiv [g_1]_2 \rightarrow [g_1]_2, 1 \leq j \leq k_2 $$

### 4.4 Simulation results

To make these results comparable with the ones obtained from the previous model, we will use a similar set of values. The complete relation of parameters is:

Simulations will be performed (again 200 cycles with 5 steps in each cycle using DNDP-4 algorithm as inference engine) for different situations to show the effect of each phenomenon included in the model, along with its contribution to the global behavior and stability of the system. In the following section, several situations are discussed. Case A: (capacity depreciation standalone) we will show producers capacity evolution when depreciation rate $= 0.1$ and capacity increase mechanism is deactivated. Initial capacity of producers has been set to $k_{11} = 65$ and $k_{21} = 35$. As expected, along the cycles capacities are reduced until they are completely exhausted. The slope of these curves is controlled by $k_{11}$. As seen in the previous chapters, a mechanism of capacity increase is necessary to maintain the evolution of the system.

Case B (capacity depreciation + capacity increase mechanism): we will show how the previous evolution changes when capacity increase mechanism and dividend payment mechanisms are activated. These mechanisms parameters are $k_{12} = 1$ (step of capacity increase), $k_8 = 3$ and $k_9 = 5$ (range of aborted purchase transaction considered), and $k_{13} = 0.01$ (dividend percentage). As expected, in a cycle each producers producer capacities suffer depreciation. This diminishing of production generates the abortion of multiple purchase transactions that activate...
the capacity increase mechanism. As we have seen in the previous chapters, during the evolution of the system, depreciation mechanism pushes capacity down and capacity increase mechanism competes with the previous one to maintain system evolution alive.

Case C: (capacity depreciation + capacity increase mechanism + dividend payment deactivated). In this case, we will show how the previous evolution changes when dividend payment mechanism is deactivated. Depreciation mechanism pushes capacity down, capacity increase mechanism competes with the previous one to maintain system evolution alive but all these processes are not possible if there are no enough movement of monetary units between all the actors in the system.

Once situation is restored to case B, the following stable behavior of $u_C$ is obtained:

Clearly these three mechanisms cooperation (capacity depreciation, capacity increase decision and monetary unit flow mechanisms) is crucial to the stable
Fig. 5. Evolution of $b_i$ in presence of depreciation standalone

Fig. 6. Evolution of $b_i$ in presence of depreciation and capacity increase mechanism

Fig. 7. Evolution of $C$ monetary units with dividend payment mechanism deactivated

Fig. 8. Evolution of $C$ monetary units with dividend payment mechanism activated
evolution of the system. Next figures show the evolution of the rest of variables of the system.

**Fig. 9.** Evolution of retailers capacities in line chart and accumulated columns

**Fig. 10.** Evolution of producers capacities in line chart and accumulated columns

5 Conclusions

In our work, we have implemented the ideas sketched by Gh. and R. Păun [10] into a specific P system framework (more specifically, PDP systems). The results
obtained look very promising. Firstly, we have been able to replicate Păuns’ numerical results, designing a model for the producer-retailer problem and simulating it using MeCoSim [12]. In this initial model, some basic interactions between producers and retailers are considered, such as, production of goods from raw material, reception of orders from consumers and purchase transaction to match this goods and orders. It includes several simplifications and an exogenous artificial injection of monetary units that prevents system from reaching a halting configuration.
Aimed by these results we have proposed an enhanced model for the producer-retailer problem. The initial model has been enriched considering a plethora of phenomena to move it closer to the complexities of real world. We have taken advantage from modularity, one of the main membrane computing advantages for systems modelling. Hence, it has not been necessary to build again the model from scratch, we have added complexity to the model over the initial layer. Many real economic world interactions have been included in the model as a new layer: capital stock depreciation, capacity increase decision mechanism, costs of capital (rents for its owners), dividend payments, and a general idea of making monetary units flow across the system. Additionally, randomness has been introduced, in several steps of the model, by means of mechanisms frequently used in PDP world.

This enhanced model has also been simulated using MeCoSim and system evolution was analysed in depth. Some remarkable facts are that system can evolve autonomously without any exogenous influence. Although initial values of variables are settled, they change their values reaching an equilibrium point. Once reached this stability point, system varies slightly around it. From the previous results, we can derive that multiple economic issues can be modelled using membrane computing. Therefore, more efforts must be done in this direction.
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Summary. Membrane computing is a computing paradigm providing a class of distributed parallel computing devices of a biochemical type whose process units represent biological membranes. In the cell-like basic model, a hierarchical membrane structure formally described by a rooted tree is considered. It is well known that families of such systems where the number of membranes can only decrease during a computation (for instance by dissolving membranes), can only solve in polynomial time problems in class P. P systems with active membranes is a variant where membranes play a central role in their dynamics. In the seminal version, membranes have an electrical polarization (positive, negative, or neutral) associated in any instant, and besides being dissolved, they can also replicate by using division rules. These systems are computationally universal, that is, equivalent in power to deterministic Turing machines, and computationally efficient, that is, able to solve computationally hard problems in polynomial time. If polarizations in membranes are removed and dissolution rules are forbidden, then only problems in class P can be solved in polynomial time by these systems (even in the case when division rules for non-elementary membranes are permitted). In that framework it has been shown that by considering minimal cooperation (left-hand side of such rules consists of at most two symbols) and minimal production (only one object is produced by the application of such rules) in object evolution rules, such systems provide efficient solutions to NP-complete problems. In this paper, minimal cooperation and minimal production in communication rules instead of object evolution rules is studied, and the computational efficiency of these systems is obtained in the case where division rules for non-elementary membranes are permitted.
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1 Introduction

Membrane Computing is an emergent branch of Natural Computing providing distributed parallel and non-deterministic computing models whose computational devices are called membrane systems having units processor called compartments. This computing paradigm is inspired by some basic biological features, by the structure and functioning of the living cells, as well as from the cooperation of cells in tissues, organs, and organisms. Celllike membrane systems use the biological membranes arranged hierarchically, inspired from the structure of the cell.

In Membrane Computing, some variants capture the fact that membranes are not at all passive from a biochemistry view, for instance, the passing of a chemical compound through a membrane is often done by a direct interaction with the membrane itself. Some variants of P systems where the central role in their dynamics is played by the membranes have been considered. In these models, the membranes not only directly mediate the evolution and the communication of objects, but they can replicate themselves by means of a division process. Inspired by these features, P systems with active membranes [6] were introduced, based on processing multisets by means of non-cooperative rewriting rules, that is, rules where its left-hand side has at most only one object. Specifically, objects evolve inside membranes which can communicate between each other, can dissolve, and moreover (inspired by cellular mitosis process) can replicate by means of division rules. It is assumed that each membrane has associated an electrical polarization in any instant, one of the three possible: positive, negative, or neutral.

P systems with active membranes are computationally complete, that is, any recursively enumerable set of vectors of natural numbers (in particular, each recursively enumerable set of natural numbers) can be generated by such a system [6]. Hence, they are equivalent in power to deterministic Turing machines.

What about the computational efficiency of P systems with active membranes? The key is certainly in the use of division rules, as we can deduce from the so-called Milano theorem [13]: A deterministic P system with active membranes but without membrane division can be simulated by a deterministic Turing machine with a polynomial slowdown.

However, P systems with active membranes which make use of division rules have the ability to provide efficient solutions to computationally hard problems, by making use of an exponential workspace created in a polynomial time. Specifically, NP-complete problems can be solved in polynomial time by families of P systems with active membranes, without dissolution rules and which use division rules only for elementary membranes [6]. Moreover, the class of decision problems which can be solved by families of P systems with active membranes with dissolution rules and which use division for elementary and non-elementary membranes is equal to PSPACE [8]. Consequently, the usual framework of P systems with active membranes and electrical polarizations for solving decision problems seems to be too powerful from the computational complexity point of view.

With respect to the computational efficiency, in the classical framework of P system with active membranes, dissolution rules play an “innocent” role as well as
division for non-elementary membranes. However, if electrical charges are removed then these kind of rules come to play a relevant role. Specifically, P systems with active membranes and without electrical charges were initially studied in [1, 2] by replacing electrical charges by the ability to change the label of the membranes. In this paper, polarizationless P systems with active membranes where labels of membranes keep unchanged by the application of rules, are considered. In this new framework, if dissolution rules are forbidden then only problems in class \( P \) can be solved in an efficient way, even in the case that division for non-elementary membranes are permitted [5]. Is the class of polarizationless P systems with active membranes, with dissolution but using only division rules for elementary membranes computationally efficient? If \( P \neq NP \), which is at all expected, then it is an open question, so-called Păun's conjecture.

In the seminal paper where P systems with active membranes were introduced, Gh. Păun says that "working with non-cooperative rules is natural from a mathematical point of view but from a biochemical point of view this is not only non-necessary, but also non-realistic: most of the chemical reactions involve two or more than two chemical compounds (and also produce two or more than two compounds)". In this context, a restricted cooperation has been considered in the classical framework of polarizationless P systems with active membranes. Specifically, minimal cooperation (the left-hand side and the right-hand side of any rules have, at most, two objects) in object evolution rules, has been previously studied from a computational complexity point of view. A polynomial-time solution to the SAT problem by means of families of polarizationless P systems with active membranes, with minimal cooperation in object evolution rules, has been provided [9]. Recently, this result has been improved by considering minimal cooperation in object evolution rules with and additional restriction: the right-hand side of any rules has only one object (called minimal cooperation and minimal production) [11]. A relevant fact in these results is the following: dissolution rules and division rules for non-elementary membranes are not necessary to reach the computational efficiency.

In this paper the role of minimal cooperation and minimal production in communication rules instead of object evolution rules, is studied from a complexity point of view. Specifically, by using families of membrane systems which use these syntactical ingredients, a polynomial-time solution to the SAT problem is provided but allowing division rules for non-elementary membranes.

The paper is structured as follows. First, some basic notions are recalled and the terminology and notation to be used in the paper is presented. Then, Section 3 introduces the model that will be investigated in this paper: polarizationless P systems with active membranes, with minimal cooperation and minimal production in their communication rules. Section 4 contains the main result of this paper, showing that these systems are capable of solving an NP-complete problem in an efficient way. Finally, the paper concludes with some final remarks and ideas for future work.
2 Preliminaries

An alphabet $\Gamma$ is a non-empty set and their elements are called symbols. A string $u$ over $\Gamma$ is an ordered finite sequence of symbols, that is, a mapping from a natural number $n \in \mathbb{N}$ onto $\Gamma$. The number $n$ is called the length of the string $u$ and it is denoted by $|u|$. The empty string (with length 0) is denoted by $\lambda$. The set of all strings over an alphabet $\Gamma$ is denoted by $\Gamma^*$. A language over $\Gamma$ is a subset of $\Gamma^*$.

A multiset over an alphabet $\Gamma$ is an ordered pair $(\Gamma, f)$ where $f$ is a mapping from $\Gamma$ onto the set of natural numbers $\mathbb{N}$. The support of a multiset $m = (\Gamma, f)$ is defined as $\text{supp}(m) = \{x \in \Gamma | f(x) > 0\}$. A multiset is finite (respectively, empty) if its support is a finite (respectively, empty) set. We denote by $\emptyset$ the empty multiset. Let $m_1 = (\Gamma, f_1)$, $m_2 = (\Gamma, f_2)$ be multisets over $\Gamma$, then the union of $m_1$ and $m_2$, denoted by $m_1 + m_2$, is the multiset $(\Gamma, g)$, where $g(x) = f_1(x) + f_2(x)$ for each $x \in \Gamma$. We denote by $M_f(\Gamma)$ the set of all multisets over $\Gamma$.

2.1 Graphs and trees

Let us recall some notions related with graph theory (see [3] for details). An undirected graph is an ordered pair $(V, E)$ where $V$ is a set whose elements are called nodes or vertices and $E = \{(x, y) | x \in V, y \in V, x \neq y\}$ whose elements are called edges. A path of length $k \geq 1$ from a node $u$ to a node $v$ in a graph $(V, E)$ is a finite sequence $(x_0, x_1, \ldots, x_k)$ of nodes such that $x_0 = u$, $x_k = v$ and $\{x_i, x_{i+1}\} \in E$. If $k \geq 2$ and $x_0 = x_k$ then we say that the path is a cycle of the graph. A graph with no cycle is said to be acyclic. An undirected graph is connected if there exist paths between every pair of nodes.

A rooted tree is a a connected, acyclic, undirected graph in which one of the vertices (called the root of the tree) is distinguished from the others. Given a node $x$ (different from the root), if the last edge on the (unique) path from the root of the tree to the node $x$ is $\{x, y\}$ (in this case, $x \neq y$), then $y$ is the parent of node $x$ and $x$ is a child of node $y$. The root is the only node in the tree with no parent. A node with no children is called a leaf.

2.2 The Cantor pairing function

The Cantor pairing function encodes pairs of natural numbers by single natural numbers, and it is defined as follows: for each $n, p \in \mathbb{N}$

$$\langle n, p \rangle = \frac{(n + p)(n + p + 1)}{2} + n$$

The Cantor pairing function is a primitive recursive function and bijective from $\mathbb{N} \times \mathbb{N}$ onto $\mathbb{N}$. Then, for each $t \in \mathbb{N}$ there exist unique natural numbers $n, p \in \mathbb{N}$ such that $t = \langle n, p \rangle$. 
2.3 Decision problems and languages

A decision problem $X$ is an ordered pair $(I_X, \theta_X)$, where $I_X$ is a language over a finite alphabet $\Sigma_X$ and $\theta_X$ is a total Boolean function over $I_X$. The elements of $I_X$ are called instances of the problem $X$. Each decision problem $X$ has associated a language $L_X$ over the alphabet $\Sigma_X$ as follows:

$L_X = \{ u \in \Sigma_X^* \mid \theta_X(u) = 1 \}$. Conversely, every language $L$ over an alphabet $\Sigma$ has associated a decision problem $X_L = (I_{X_L}, \theta_{X_L})$ as follows: $I_{X_L} = \Sigma^*$ and $\theta_{X_L}(u) = 1$ if and only if $u \in L$. Therefore, given a decision problem $X$ we have $X_{L_X} = X$, and given a language $L$ over an alphabet $\Sigma$ we have $L_{X_L} = L$. Then, solving a decision problem can be expressed equivalently as the task of recognizing the language associated with it.

2.4 Recognizer membrane systems

Recognizer membrane systems were introduced in [7] and they provide a natural framework to solve decision problems. This kind of systems are characterized by the following features: (a) the working alphabet $\Gamma$ has two distinguished objects yes and no; (b) there exists an input membrane and an input alphabet $\Sigma$ strictly contained in $\Gamma$; (c) the initial contents of the membranes are multisets over $\Gamma \setminus \Sigma$; (d) all computations halt; and (e) for each computation, either object yes or object no (but not both) must have been released into the environment, and only at the last step of the computation.

Given a recognizer membrane system, $\Pi$, for each multiset $m$ over the input alphabet $\Sigma$ we denote by $\Pi + m$ the membrane system $\Pi$ with input multiset $m$, that is in the initial configuration of that system, the multiset $m$ is added to the initial content of the input membrane. Thus, in a recognizer membrane system, $\Pi$, there exists an initial configuration associated with each multiset $m \in M_f(\Sigma)$.

3 Minimal cooperation and minimal production in communication rules

**Definition 1.** A polarizationless $P$ system with active membranes, with simple object evolution rules, without dissolution, with division rules for elementary and non-elementary membranes, and which makes use of minimal cooperation and minimal production in send-in communication rules, is a tuple

$$\Pi = (\Gamma, \Sigma, H, \mu, M_1, \ldots, M_q, R, i_{in}, i_{out})$$

where:

- $\Gamma$ is a finite alphabet whose elements are called objects and contains two distinguished objects yes and no.
- $\Sigma \subseteq \Gamma$ is the input alphabet.
• \( H \) is a finite alphabet such that \( H \cap \Gamma = \emptyset \) whose elements are called labels.
• \( q \geq 1 \) is the degree of the system.
• \( \mu \) is a labelled rooted tree (called membrane structure) consisting of \( q \) nodes
  injectively labelled by elements of \( H \) (the root of \( \mu \) is labelled by \( r_\mu \)).
• \( M_1, \ldots, M_q \) are multisets over \( \Gamma \setminus \Sigma \).
• \( R \) is a finite set of rules, of the following forms:
  \((a_0)\)  \[ a \rightarrow b \]_h, where \( h \in H \), \( a, b \in \Gamma \), \( u \in M_I(\Gamma) \) (simple object evolution rules).
  \((b_0)\)  \[ a b \rightarrow c \]_h, where \( h \in H \setminus \{r_\mu\} \), \( a, b, c \in \Gamma \) (send-in communication rules with minimal cooperation and minimal production).
  \((c_0)\)  \[ a \]_h \rightarrow \[ b \]_h, where \( h \in H \setminus \{i_{out}, r_\mu\} \), \( a, b \in \Gamma \) (send-out communication rules).
  \((d_0)\)  \[ a \]_h \rightarrow \[ b \]_h, where \( h \in H \setminus \{i_{out}, r_\mu\} \), \( a, b \in \Gamma \) (dissolution rules).
  \((e_0)\)  \[ [ \]_h \rightarrow \[ [ \]_h \]_h, where \( h \in H \setminus \{i_{out}, r_\mu\} \), \( a, b, c \in \Gamma \) and \( h \) is the label of an elementary membrane \( \mu \) (division rules for elementary membranes).
  \((f_0)\)  \[ [ \]_h \rightarrow \[ [ \]_h \]_h \rightarrow \[ [ \]_h \]_h \rightarrow \[ [ \]_h \]_h \rightarrow \[ [ \]_h \]_h \), where \( h_0, h_1, h_2 \in H \) and \( h_0 \neq r_\mu \) (division rules for non-elementary membranes).
• \( i_{in} \in H \), \( i_{out} \in H \cup \{\text{env}\} \) (if \( i_{out} \in H \) then \( i_{out} \) is the label of a leaf of \( \mu \)).

In a similar way is defined the concept of “polarizationless P system with active membranes, with simple object evolution rules, without dissolution, with division rules for elementary and non-elementary membranes, and which makes use of minimal cooperation and minimal production in send-out communication rules.”

The only difference concerns rules of type \((b_0)\) and \((c_0)\). In this case are, respectively:

\((b'_0)\)  \[ a \rightarrow \]_h for \( h \in H \setminus \{r_\mu\} \), \( a, b \in \Gamma \) (send-in communication rules).
\((c'_0)\)  \[ a b \rightarrow c \]_h for \( h \in H \), \( a, b, c \in \Gamma \) (send-out communication rules with minimal cooperation and minimal production).

The semantics of this kind of P systems follows the usual principles of P systems with active membranes [6].

We denote by \( \mathcal{DAM}^0(,+e_s, mcmp_{in}, -d,+n) \) (respectively, \( \mathcal{DAM}^0(,+e_s, mcmp_{out}, -d,+n) \)) the class of all recognizer polarizationless P system with active membranes, with simple object evolution rules, without dissolution, with division rules for elementary and non-elementary membranes, which make use of minimal cooperation and minimal production in send-in (respectively, send-out) communication rules.

### 4 Solving SAT in \( \mathcal{DAM}^0(,+e_s, mcmp_{in}, -d,+n) \)

In this section, a polynomial-time solution to SAT problem, is explicitly given in the framework of recognizer polarizationless P systems with active membranes with simple object evolution rules, without dissolution and with division rules for
elementary and non-elementary membranes which make use of minimal cooperation and minimal production in send-in communication rules. For that, a family \( \Pi = \{ \Pi(t) \mid t \in \mathbb{N} \} \) of recognizer P systems from \( \mathcal{DAM}^0(+e_s, mcmp_{in}, -d, +n) \) will be presented.

4.1 Description of a solution to SAT problem in \( \mathcal{DAM}^0(+e_s, mcmp_{in}, -d, +n) \)

For each \( n, p \in \mathbb{N} \), we consider the recognizer P system

\[
\Pi((n,p)) = (\Gamma, \Sigma, \mu, \mathcal{M}_0, \mathcal{M}_1, \mathcal{M}_2, \mathcal{R}, i_{in}, i_{out})
\]

from \( \mathcal{DAM}^0(+e_s, mcmp_{in}, -d, +n) \), defined as follows:

1. **Working alphabet:**
   \[
   \Gamma = \Sigma \cup \{ \text{yes}, \text{no}, \# \} \cup \{ a_{i,k} \mid 1 \leq i \leq n \land 1 \leq k \leq 2i - 1 \} \cup \\
   \{ \alpha_k \mid 0 \leq k \leq 4np + 2n + 2p + 1 \} \cup \{ \beta_k \mid 0 \leq k \leq 4np + 2n + 2p + 2 \} \cup \\
   \{ \gamma_k \mid 0 \leq k \leq 4np + 2n \} \cup \\
   \{ t_{i,k}, f_{i,k} \mid 1 \leq i \leq n \land 2i - 1 \leq k \leq 2n + 2p - 1 \} \cup \{ T_i, F_i \mid 1 \leq i \leq n \} \cup \\
   \{ c_{j} \mid 1 \leq j \leq p \} \cup \{ c_{j,k} \mid 1 \leq j \leq p \land 0 \leq k \leq np - 1 \} \cup \\
   \{ d_{j} \mid 1 \leq j \leq p \} \cup \{ x_{i,j,k}, x_{i,j,k}^* \mid 1 \leq i \leq n \land 1 \leq j \leq p \land \\
   1 \leq k \leq 2n + 2np + n(j - 1) + (i - 1) \}
\]

where the input alphabet is \( \Sigma = \{ x_{i,j,0}, x_{i,j,0}^*, x_{i,j,0}^* \mid 1 \leq i \leq n \land 1 \leq j \leq p \} \);

2. **Input alphabet:**
   \( H = \{ 0, 1, 2 \} \);

3. **Membrane structure:**
   \( \mu = [ [ ] ]_1 \), that is, \( \mu = (V, E) \) where \( V = \{ 0, 1, 2 \} \) and \( E = \{ (0,1), (1,2) \} \);

4. **Initial multisets:**
   \( \mathcal{M}_0 = \{ \alpha_0, \beta_0 \}, \mathcal{M}_1 = \{ \gamma_0 \} \cup \{ T_i^p, F_i^p \mid 1 \leq i \leq n \}, \mathcal{M}_2 = \{ a_{i,1} \mid 1 \leq i \leq n \} \);

5. **The set of rules \( \mathcal{R} \):**

5.1 Counters for synchronizing the answer of the system.

\[
\begin{align*}
[ \alpha_k & \rightarrow \alpha_{k+1} ]_0, \text{ for } 0 \leq k \leq 4np + 2n + 2p \\
[ \beta_k & \rightarrow \beta_{k+1} ]_0, \text{ for } 0 \leq k \leq 4np + 2n + 2p + 1 \\
[ \gamma_k & \rightarrow \gamma_{k+1} ]_1, \text{ for } 0 \leq k \leq 4np + 2n - 1
\end{align*}
\]

5.2 Rules to generate \( 2^n \) membranes labelled by 1 and \( 2^n \) membranes labelled by 2 (these encoding all possible truth assignment of \( n \) variables of the input formula).

\[
\begin{align*}
[ a_{i,2i-1} ]_2 & \rightarrow [ t_{i,i} ]_2 [ f_{i,i} ]_2, \text{ for } 1 \leq i \leq n \\
[ a_{i,j} & \rightarrow a_{i,j+1} ]_2, \text{ for } 2 \leq i \leq n, 1 \leq j \leq 2i - 2 \\
[ ]_2 [ ]_2 & \rightarrow [ ]_2 [ [ ] ]_1 [ [ ] ]_1 \\
[ t_{i,j} & \rightarrow t_{i,j+1} ]_2 \\
[ f_{i,j} & \rightarrow f_{i,j+1} ]_2
\end{align*}
\]

for \( 1 \leq i \leq n, i \leq j \leq 2n - 1 \).
5.3 Rules to produce exactly $p$ copies of each truth assignment encoded by membranes labelled by 2.

\[
[t_{i,2j}n]_2 \rightarrow t_{i,2j+n+1} \left[ \begin{array}{c}
1 \\
2
\end{array} \right]_2 , \text{ for } 1 \leq i \leq n, 1 \leq j \leq p
\]
\[
[f_{i,2j}n]_2 \rightarrow f_{i,2j+n+1} \left[ \begin{array}{c}
1 \\
2
\end{array} \right]_2
\]
\[
[t_{i,2j+n+k} \rightarrow t_{i,2j+n+k+1} \left[ \begin{array}{c}
1 \\
2
\end{array} \right]_1 , \text{ for } 1 \leq i \leq n,
\]
\[
[f_{i,2j+n+k} \rightarrow f_{i,2j+n+k+1} \left[ \begin{array}{c}
1 \\
2
\end{array} \right]_1 , \text{ for } 1 \leq k \leq n - 1
\]
\[
t_{i,(2j+1)n} F_i[ ]_2 \rightarrow \left[ t_{i,(2j+1)n+1} \right]_2 , \text{ for } 1 \leq i \leq n,
\]
\[
f_{i,(2j+1)n} T_i[ ]_2 \rightarrow \left[ f_{i,(2j+1)n+1} \right]_2 , \text{ for } 1 \leq i \leq p - 1
\]
\[
t_{i,(2j+1)n+k} T_i[ ]_2 \rightarrow \left[ t_{i,(2j+1)n+k+1} \right]_2 , \text{ for } 1 \leq i \leq n,
\]
\[
f_{i,(2j+1)n+k} T_i[ ]_2 \rightarrow \left[ f_{i,(2j+1)n+k+1} \right]_2 , \text{ for } 1 \leq j \leq p
\]
\[
t_{i,2np+n} F_i[ ]_2 \rightarrow \left[ \# \right]_2 , \text{ for } 1 \leq i \leq n
\]
\[
f_{i,2np+n} T_i[ ]_2 \rightarrow \left[ \# \right]_2
\]

5.4 Rules to prepare the input formula for check clauses:

\[
[x_{i,j,k} \rightarrow x_{i,j,k+1} ]_1 , \text{ for } 1 \leq i \leq n,
\]
\[
[x_{i,j,k} T_i[ ]_1 \rightarrow x_{i,j,k+1} ]_1 , \text{ for } 1 \leq j \leq p,
\]
\[
[x_{i,j,k} x_{i,j,k} \rightarrow x_{i,j,k+1} ]_1 , +n(j - 1) + (i - 1) - 1
\]

5.5 Rules implementing the first checking stage.

\[
T_i x_{i,j,2np+2n+j(n-1)+(i-1)} \left[ \begin{array}{c}
1 \\
2
\end{array} \right] \rightarrow \left[ c_{j,0} \right]_2 , \text{ for } 1 \leq i \leq n,
\]
\[
T_i x_{i,j,2np+2n+j(n-1)+(i-1)} \left[ \begin{array}{c}
1 \\
2
\end{array} \right] \rightarrow \left[ \# \right]_2 , \text{ for } 1 \leq j \leq p
\]
\[
T_i x_{i,j,2np+2n+j(n-1)+(i-1)} \left[ \begin{array}{c}
1 \\
2
\end{array} \right] \rightarrow \left[ \# \right]_2
\]

5.6 Rules implementing the second checking stage.

\[
[c_{j,k} \rightarrow c_{j,k+1} ]_2 , \text{ for } 1 \leq j \leq p, 0 \leq k \leq np - 2
\]
\[
[c_{j,2np-1} ]_2 \rightarrow \left[ c_0 \right]_2 , \text{ for } 1 \leq j \leq p
\]
\[
[\gamma_{4np+2n} c_{1} \left[ \begin{array}{c}
2 \\
1
\end{array} \right] \rightarrow \left[ d_1 \right]_2
\]
\[
[d_j ]_2 \rightarrow [t_{1,j} ]_2 , \text{ for } 1 \leq j \leq p
\]
\[
d_j c_{j+1} \left[ \begin{array}{c}
2 \\
1
\end{array} \right] \rightarrow \left[ d_{j+1} \right]_2 , \text{ for } 1 \leq j \leq p - 1
\]

5.7 Rules to provide the correct answer of the system.

\[
[ d_p ]_1 \rightarrow [d_p ]_1
\]
\[
[\alpha_{4np+2n+2p+1} d_p ]_1 \rightarrow \left[ \text{yes} \right]_1
\]
\[
[\beta_{4np+2n+2p+2} ]_1 \rightarrow \left[ \text{no} \right]_1
\]
\[
[\text{yes} ]_1 \rightarrow \left[ \text{yes} \right]_1
\]
\[
[\text{no} ]_0 \rightarrow \left[ \text{no} \right]_0
\]
\[
[\text{yes} ]_0 \rightarrow \left[ \text{yes} \right]_0
\]
\[
[\text{no} ]_0 \rightarrow \left[ \text{no} \right]_0
\]

(6) the input membrane is the membrane labelled by 1 ($i_{in} = 1$) and the output region is the environment ($i_{out} = env$).
5 A formal verification

Let \( \varphi = C_1 \land \ldots \land C_p \) an instance of SAT problem consisting of \( p \) clauses \( C_j = l_{j,1} \lor \ldots \lor l_{j,l_j}, 1 \leq j \leq p \), where \( \text{Var}(\varphi) = \{x_1, \ldots, x_n\} \), and \( l_{j,k} \in \{x_i, \neg x_i | 1 \leq i \leq n\}, 1 \leq j \leq p, 1 \leq k \leq r_j \). Let us assume that the number of variables, \( n \), and the number of clauses, \( p \), of \( \varphi \), are greater or equal to 2.

We consider the polynomial encoding \( (\text{cod}, s) \) from SAT in II defined as follows: For each \( \varphi \in \text{ISAT} \) with \( n \) variables and \( p \) clauses, \( s(\varphi) = (n, p) \) and
\[
\text{cod}(\varphi) = \{x_{i,j,0} | x_i \in C_j\} \cup \{x_{i,j,0} | x_i \in C_j\} \cup \{x_{i,j,0} | x_i \notin C_j, \neg x_i \notin C_j\}
\]
For instance, the formula \( \varphi = (x_1 + x_2 + \overline{x}_3)(\overline{x}_2 + x_4)(\overline{x}_2 + x_3 + \overline{x}_4) \) is encoded as follows:
\[
\text{cod}(\varphi) = \begin{pmatrix}
  x_{1,1,0} & x_{2,1,0} & \overline{x}_{3,1,0} & x_{4,1,0} \\
  x_{1,2,0} & \overline{x}_{2,2,0} & x_{3,2,0} & x_{4,2,0} \\
  x_{1,3,0} & \overline{x}_{2,3,0} & x_{3,3,0} & \overline{x}_{4,3,0}
\end{pmatrix}
\]
That is, \( j \)-th row \( (1 \leq j \leq p) \) represents the \( j \)-th clause \( C_j \) of \( \varphi \). We denote \( (\text{cod}(\varphi))^p_j \) the code of the clauses \( C_j, \ldots, C_p \), that is, the expression containing from \( j \)-th row to \( p \)-th row. For instance,
\[
\text{cod}(\varphi)^p_j = \begin{pmatrix}
  x_{1,2,0} & x_{3,2,0} & x_{4,2,0} \\
  x_{1,3,0} & \overline{x}_{2,3,0} & x_{3,3,0} & \overline{x}_{4,3,0}
\end{pmatrix}
\]
We denote \( (\text{cod}_k(\varphi))^p_j \) the code \( \text{cod}(\varphi)^p_j \) when the third index of the variables equal 3. For instance: row to \( p \)-th row. For instance,
\[
\text{cod}_3(\varphi)^p_j = \begin{pmatrix}
  x_{1,2,3} & \overline{x}_{2,2,3} & x_{3,2,3} & x_{4,2,3} \\
  x_{1,3,3} & \overline{x}_{2,3,3} & x_{3,3,3} & \overline{x}_{4,3,3}
\end{pmatrix}
\]
We denote \( (\text{cod}_k(\varphi))^p_j \) the code \( \text{cod}(\varphi)^p_j \) when the third index of the variables equal 3. For instance: row to \( p \)-th row. For instance,
\[
\text{cod}_3^*(\varphi)^p_j = \begin{pmatrix}
  x^*_{1,2,3} & \overline{x}_{2,2,3} & x^*_{3,2,3} & x_{4,2,3} \\
  x^*_{1,3,3} & \overline{x}_{2,3,3} & x^*_{3,3,3} & \overline{x}_{4,3,3}
\end{pmatrix}
\]
We denote \( (\text{cod}^*(\varphi))^p_j \) the code \( \text{cod}(\varphi)^p_j \) when the third index does not exist. For instance: row to \( p \)-th row. For instance,
\[
\text{cod}^*(\varphi)^p_j = \begin{pmatrix}
  x^*_{1,2} & \overline{x}_{2,2} & x^*_{3,2} & x_{4,2} \\
  x^*_{1,3} & \overline{x}_{2,3} & x^*_{3,3} & \overline{x}_{4,3}
\end{pmatrix}
\]
The Boolean formula \( \varphi \) will be processed by the system \( \Pi(s(\varphi)) + \text{cod}(\varphi) \). Next, we informally describe how that system works.

The solution proposed follows a brute force algorithm in the framework of recognizer P systems with active membranes, minimal cooperation in object evolution rules and division rules only for elementary membranes, and it consists of the following stages:
• **Generation stage**: using separation rules, beside other rules that make a “simulation” of division rules, we get all truth assignments for the variables \( \{x_1, \ldots, x_n\} \) associated with \( \varphi \) are produced. Specifically, \( 2^n \) membranes labelled by 2 and \( 2^n \) labelled by 1 are generated. Each of the former ones encodes a truth assignment. This stage takes exactly \( 2^n + 2np \) steps, being \( n \) the number of variables of \( \varphi \).

• **First Checking stage**: checking whether or not each clause of the input formula \( \varphi \) is satisfied by the truth assignments generated in the previous stage, encoded by each membrane labelled by 2. This stage takes exactly \( np \) steps, being \( n \) the number of the variables and \( p \) the number of clauses of \( \varphi \).

• **Second Checking stage**: checking whether or not all clauses of the input formula \( \varphi \) are satisfied by some truth assignment encoded by a membrane labelled by 2. This stage takes exactly \( np + 2p \) steps, being \( n \) the number of variables and \( p \) the number of clauses of \( \varphi \).

• **Output stage**: the system sends to the environment the right answer according to the results of the previous stage. This stage takes 4 steps if the answer is \textit{yes} and 5 steps if the answer is \textit{no}.

### 5.1 Generation stage

Through this stage, all the different truth assignments for the variables associated with the Boolean formula \( \varphi \) will be generated within membranes labelled by 1, by the applications of rules from 5.2 and 5.3. In the first \( 2n \) steps, \( 2^n \) membranes labelled by 2 and \( 2^n \) membranes labelled by 1, alternating between the division of membranes labelled by 2 (in odd steps) and the division of membranes labelled by 1 (in even steps).

**Proposition 1.** Let \( \mathcal{C} = (C_0, C_1, \ldots, C_q) \) be a computation of the system \( \Pi(s(\varphi)) \) with input multiset \( \text{cod}(\varphi) \).

(a) For each \( 2k \) (\( 0 \leq k \leq n - 1 \)) at configuration \( C_{2k} \) we have the following:
- \( C_{2k}(0) = \{\alpha_{2k}, \beta_{2k}\} \)
- There are \( 2^k \) membranes labelled by 1 such that each of them contains
  * the input multiset \( \text{cod}_{2k}(\varphi) \);
  * an object \( \gamma_{2k} \); and
  * \( p \) copies of every \( T_i \) and \( F_i \), \( 1 \leq i \leq n \).
- There are \( 2^k \) membranes labelled by 2 such that each of them contains
  * objects \( a_{i,2k+1}, k+1 \leq i \leq n \); and
  * a different subset \( \{r_{1,j}, \ldots, r_{k,j}\} \), \( k+1 \leq j \leq 2k \), being \( r \in \{t,f\} \).

(b) For each \( 2k+1 \) (\( 0 \leq j \leq n - 1 \)) at configuration \( C_{2k+1} \) we have the following:
- \( C_{2k+1}(0) = \{\alpha_{2k+1}, \beta_{2k+1}\} \)
- There are \( 2^k \) membranes labelled by 1 such that each of them contains
  * the input multiset \( \text{cod}_{2k+1}(\varphi) \);
  * an object \( \gamma_{2k+1} \); and
  * \( p \) copies of every \( T_i \) and \( F_i \), \( 1 \leq i \leq n \).
There are $2^{k+1}$ membranes labelled by 2 such that each of them contains
* objects $a_{i,2(k+1)}$, $k + 1 \leq i \leq n$; and
* a different subset $\{ r_1, \ldots, r_{k+1,j} \}$, $k + 1 \leq j \leq 2k + 1$, being $r \in \{ t, f \}$.

(b) $C_{2n}(0) = \{ \alpha_{2n}, \beta_{2n} \}$, and in $C_{2n}$ there are $2^n$ membranes labelled by 1, such
that each of them contains the input multiset $\text{cod}_{2n}(\varphi)$, $p$ copies of every $T_i$
and $F_i$ ($1 \leq i \leq n$) and an object $\gamma_{2n}$; and $2^n$ membranes labelled by 2, such
that each of them contains a different subset of objects $r_{i,2n+1-i}$, $1 \leq i \leq n$.

Proof. (a) is going to be demonstrated by induction on $k$.

- The base case $k = 0$ is trivial because:
  
  $(a_0)$ at the initial configuration $C_0$ we have: $C_0(0) = \{ \alpha_0, \beta_0 \}$ and there exists
  a single membrane labelled by 1 containing the input multiset $\text{cod}(\varphi)$, an
  object $\gamma_0$ and $p$ copies of $T_i$ and $F_i$, being $1 \leq i \leq n$; and a single membrane
  labelled by 2 containing the objects $a_{1,1}, \ldots, a_{n,1}$. Then, configuration $C_0$
yields configuration $C_1$ by applying the rules:

  $$
  \begin{align*}
  [a_{1,2}]_2 & \rightarrow [t_{1,1}]_2 [f_{1,1}]_2 \\
  a_{i,2} & \rightarrow a_{i,1} \text{, for } k + 1 \leq i \leq n \\
  a_0 & \rightarrow \alpha_1 \\
  \beta_0 & \rightarrow \beta_1 \\
  \gamma_0 & \rightarrow \gamma_1 \\
  x_{i,j,0} & \rightarrow x_{i,j,1} \\
  x_{i,j,0} & \rightarrow x_{i,j,1} \\
  \end{align*}
  $$

  $(a_1)$ at $C_1$ we have $C_1(0) = \{ \alpha_1, \beta_1 \}$ and there exists a single membrane labelled
by 1 containing the input multiset $\text{cod}_1(\varphi)$, an object $\gamma_1$ and $p$ copies of
$T_i$ and $F_i$, being $1 \leq i \leq n$; and two membranes labelled by 2 containing the objects
$a_{2,2}, \ldots, a_{n,2}$ and one with the object $t_{1,1}$ and the other one with the object
$f_{1,1}$. Then, the configuration $C_1$ yields configuration $C_2$ by applying the rules:

  $$
  \begin{align*}
  [t_{1,1}]_2 & \rightarrow [t_{1,2}]_2 \\
  [f_{1,1}]_2 & \rightarrow [f_{1,2}]_2 \\
  [a_{i,2}]_2 & \rightarrow [a_{i,3}]_2 \text{, for } 1 \leq i \leq n \\
  \alpha_1 & \rightarrow \alpha_2 \\
  \beta_1 & \rightarrow \beta_2 \\
  \gamma_1 & \rightarrow \gamma_2 \\
  x_{i,j,1} & \rightarrow x_{i,j,2} \\
  \pi_{i,j,1} & \rightarrow \pi_{i,j,2} \\
  \end{align*}
  $$

  Thus, $C_2(0) = \{ \alpha_2, \beta_2 \}$, and there exist two membranes labelled by 1 containing
the input multiset $\text{cod}_2(\varphi)$, an object $\gamma_2$ and $p$ copies of $T_i$ and $F_i$, being
$1 \leq i \leq n$; and two membranes labelled by 2 containing the objects
$a_{2,3}, \ldots, a_{n,3}$ and one with the object $t_{1,2}$ and the other one with the object
$f_{1,2}$. Hence, the result holds for $k = 1$. 

Supposing, by induction, result is true for \( k \) \( (0 \leq k \leq n - 1) \)

- \( C_{2k}(0) = \{\alpha_{2k}, \beta_{2k}\} \)
- In \( C_{2k} \) there are \( 2^k \) membranes labelled by 1 such that each of them contains
  * the input multiset \( \text{cod}_{2k}(\varphi) \);
  * an object \( \gamma_{2k} \); and
  * \( p \) copies of \( T_i \) and \( F_i \), \( 1 \leq i \leq n \).
- In \( C_{2k} \) there are \( 2^k \) membranes labelled by 2 such that each of them contains
  * objects \( a_{i,2k+1}, k + 1 \leq i \leq n \); and
  * a different subset \( \{r_{1,j}, \ldots, r_{k,j}\} \), \( k + 1 \leq j \leq 2k \), being \( r \in \{t, f\} \).

Then, configuration \( C_{2k} \) yields configuration \( C_{2k+1} \) by applying the rules:

\[
\begin{align*}
\{ a_{k,2k+1} & \rightarrow [ t_{k,k} ]_2 \} & \text{for } k + 1 \leq i \leq n \\
\{ a_{i,2k+1} & \rightarrow a_{i,2k+2} \}_2 \} & \text{for } k + 1 \leq i \leq n \\
\{ t_{i,j} & \rightarrow t_{i,j+1} \}_2 & \text{for } 1 \leq i \leq k - 1, k + 1 \leq i \leq 2k \\
\{ f_{i,j} & \rightarrow f_{i,j+1} \}_2 & \text{for } 1 \leq i \leq k - 1, k + 1 \leq i \leq 2k \\
\{ \alpha_{2k} & \rightarrow \alpha_{2k+1} \}_0 & \\
\{ \beta_{2k} & \rightarrow \beta_{2k+1} \}_0 & \\
\{ \gamma_{2k} & \rightarrow \gamma_{2k+1} \}_1 & \\
\{ x_{i,j,2k} & \rightarrow x_{i,j,2k+1} \}_1 & \text{for } 1 \leq i \leq n, 1 \leq j \leq p \\
\{ x_{i,j,1} & \rightarrow x_{i,j,2k+1} \}_1 & \text{for } 1 \leq i \leq n, 1 \leq j \leq p \\
\{ x_{i,j,1} & \rightarrow x_{i,j,2k+1} \}_1 & \text{for } 1 \leq i \leq n, 1 \leq j \leq p \\
\{ x_{i,j,1} & \rightarrow x_{i,j,2k+1} \}_1 & \text{for } 1 \leq i \leq n, 1 \leq j \leq p \\
\end{align*}
\]

Therefore, the following holds

- \( C_{2k+1}(0) = \{\alpha_{2k+1}, \beta_{2k+1}\} \)
- In \( C_{2k+1} \) there are \( 2^k \) membranes labelled by 1 such that each of them contains
  * the input multiset \( \text{cod}_{2k+1}(\varphi) \);
  * an object \( \gamma_{2k+1} \); and
  * \( p \) copies of \( T_i \) and \( F_i \), \( 1 \leq i \leq n \).
- In \( C_{2k+1} \) there are \( 2^{k+1} \) membranes labelled by 2 such that each of them contains
  * objects \( a_{i,2(k+1)}, k + 1 \leq i \leq n \); and
  * a different subset \( \{r_{1,j}, \ldots, r_{k+1,j}\} \), \( k + 1 \leq j \leq 2k+1 \), being \( r \in \{t, f\} \).

Then, configuration \( C_{2k+1} \) yields configuration \( C_{2(k+1)} \) by applying the rules:

\[
\begin{align*}
\{ t_{i,j} & \rightarrow t_{i,j+1} \}_2 & \text{for } 1 \leq i \leq k + 1, k + 1 \leq i \leq 2k + 1 \\
\{ f_{i,j} & \rightarrow f_{i,j+1} \}_2 & \text{for } 1 \leq i \leq k + 1, k + 1 \leq i \leq 2k + 1 \\
\{ a_{i,2(k+1)} & \rightarrow a_{i,2(k+1)+1} \}_2 & \text{for } k + 1 \leq i \leq n \\
\{ \alpha_{2k+1} & \rightarrow \alpha_{2(k+1)} \}_0 & \\
\{ \beta_{2k+1} & \rightarrow \beta_{2(k+1)} \}_0 & \\
\{ \gamma_{2k+1} & \rightarrow \gamma_{2(k+1)} \}_1 & \\
\{ x_{i,j,2k+1} & \rightarrow x_{i,j,2k+2} \}_1 & \text{for } 1 \leq i \leq n, 1 \leq j \leq p \\
\{ x_{i,j,2k+1} & \rightarrow x_{i,j,2k+2} \}_1 & \text{for } 1 \leq i \leq n, 1 \leq j \leq p \\
\{ x_{i,j,2k+1} & \rightarrow x_{i,j,2k+2} \}_1 & \text{for } 1 \leq i \leq n, 1 \leq j \leq p \\
\{ x_{i,j,2k+1} & \rightarrow x_{i,j,2k+2} \}_1 & \text{for } 1 \leq i \leq n, 1 \leq j \leq p \\
\end{align*}
\]

Therefore, the following holds
- \( C_{2(k+1)}(0) = \{ \alpha_{2(k+1)}, \beta_{2(k+1)} \} \)
- In \( C_{2(k+1)} \) there are \( 2^{k+1} \) membranes labelled by 1 such that each of them contains
  * the input multiset \( cod_{2(k+1)}(\varphi) \);
  * an object \( \gamma_{2(k+1)} \); and
  * \( p \) copies of \( T_i \) and \( F_i \), \( 1 \leq i \leq n \).
- In \( C_{2(k+1)} \) there are \( 2^{k+1} \) membranes labelled by 2 such that each of them contains
  * objects \( a_i, a_{2(k+1)+1}, k + 1 \leq i \leq n \); and
  * a different subset \( \{ r_{1,j}, \ldots, r_{k+1,j} \} \), \( k + 1 \leq j \leq 2(k + 1) + 1 \).
  Hence, the result holds for \( k + 1 \).
- In order to prove (b) it is enough to notice that, on the one hand, from (a) configuration \( C_{2n-1} \) holds:
  - \( C_{2n-1}(0) = \{ \alpha_{2n-1}, \beta_{2n-1} \} \)
  - In \( C_{2n-1} \) there are \( 2^{n-1} \) membranes labelled by 1 such that each of them contains
    * the input multiset \( cod_{2n-1}(\varphi) \);
    * an object \( \gamma_{2n-1} \); and
    * \( p \) copies of \( T_i \) and \( F_i \), \( 1 \leq i \leq n \).
  - In \( C_{2n-1} \) there are \( 2^n \) membranes labelled by 2 such that each of them contains a different subset of objects \( r_{i,2n-i} \), \( 1 \leq i \leq n \).
  Then, configuration \( C_{2n-1} \) yields \( C_{2n} \) by applying the rules:
    \[
    \begin{align*}
    \{ & t_i,2n-i \rightarrow t_i,2n+1-i \} \ (2) \ 	ext{for} \ 1 \leq i \leq n \\
    \{ & f_i,2n-i \rightarrow f_i,2n+1-1 \} \ (2) \\
    \{ & \alpha_{2n-1} \rightarrow \alpha_{2n} \} \ (0) \\
    \{ & \beta_{2n-1} \rightarrow \beta_{2n} \} \ (0) \\
    \{ & \gamma_{2n-1} \rightarrow \gamma_{2n} \} \ (1)
    \end{align*}
    \]
  for \( 1 \leq i \leq n, 1 \leq j \leq p \). Then, we have \( C_{2n}(0) = \{ \alpha_{2n}, \beta_{2n} \} \), and there exist \( 2^n \) membranes labelled by 1 containing the input multiset \( cod_{2n}(\varphi) \), an object \( \gamma_{2n} \) and \( p \) copies of \( T_i \) and \( F_i \), being \( 1 \leq i \leq n \); and \( 2^n \) membranes labelled by 2 containing a different multiset of objects \( r_{i,2n+1-i} \), being \( 1 \leq i \leq n \).

\[ \square \]

When the tree structure is created, we start assigning a truth assignment to each branch. It is executed in the next \( 2np \) steps. The last \( n \) steps are different from the previous ones, so they deserve another proposition of the following one.

**Proposition 2.** Let \( C = (C_0,C_1,\ldots,C_q) \) be a computation of the system \( \Pi(s(\varphi)) \) with input multiset \( cod(\varphi) \).
(a0) For each \( k \) \((1 \leq k \leq n)\) and \( l \) \((0 \leq l \leq p - 1)\) at configuration \( C_{2n+2l+n+k} \) we have the following:
- \( C_{2n+2l+n+k}(0) = \{ \alpha_{2n+2l+n+k}, \beta_{2n+2l+n+k} \} \)
- There are \( 2^n \) membranes labelled by 1 such that each of them contains
  * the input multiset \( \text{cod}_{2n+2l+n+k}(\varphi) \);
  * an object \( \gamma_{2n+2l+n+k} \);
  * \( p \) copies of every \( T_i \) and \( F_i \), \( 1 \leq i \leq n \) if the truth assignment associated to the branch contains its corresponding \( t_i \) or \( f_i \) object; and \( p - l \) copies otherwise; and
  * objects \( r_{i,2n+2l+n+k-i+1}, 1 \leq i \leq k \), being \( r \in \{ t, f \} \).
- There are \( 2^n \) membranes labelled by 2 such that each of them contains a different subset of objects \( r_{i,2n+2l+n+k-i+1}, k + 1 \leq i \leq n \), being \( r \in \{ t, f \} \).

(a1) For each \( k \) \((1 \leq k \leq n)\) and \( l \) \((0 \leq l \leq p - 2)\) at configuration \( C_{3n+2l+n+k} \) we have the following:
- \( C_{3n+2l+n+k}(0) = \{ \alpha_{3n+2l+n+k}, \beta_{3n+2l+n+k} \} \)
- There are \( 2^n \) membranes labelled by 1 such that each of them contains
  * the input multiset \( \text{cod}_{3n+2l+n+k}(\varphi) \);
  * an object \( \gamma_{3n+2l+n+k} \);
  * \( p \) copies of every \( T_i \) and \( F_i \), \( 1 \leq i \leq n \) if the truth assignment associated to the branch contains its corresponding \( t_i \) or \( f_i \) object; otherwise, there are \( p - l \) objects if \( k + 1 \leq i \leq n \); \( p - l - 1 \) otherwise; and
  * objects \( r_{i,3n+2l+n+k-i+1}, 1 \leq i \leq n \), being \( r \in \{ t, f \} \).
- There are \( 2^n \) membranes labelled by 2 such that each of them contains a different subset of objects \( r_{i,3n+2l+n+k-i+1}, k + 1 \leq i \leq n \), being \( r \in \{ t, f \} \).

(b) \( C_{n+2np}(0) = \{ \alpha_{n+2np}, \beta_{n+2np} \} \), and in \( C_{n+2np} \) there are \( 2^n \) membranes labelled by 1, such that each of them contains the input multiset \( \text{cod}_{n+2np}(\varphi) \), an object \( \gamma_{n+2np} \), \( p \) copies of every \( T_i \) and \( F_i \), \( 1 \leq i \leq n \) if the truth assignment associated to the branch contains its corresponding \( t_i \) or \( f_i \) object; and \( p - 1 \) objects otherwise and objects \( r_{i,n+2np-i+1}, 1 \leq i \leq n \), being \( r \in \{ t, f \} \), that is, the truth assignment associated with the branch; and \( 2^n \) empty membranes labelled by 2.

Proof. (a) is going to be demonstrated by induction on \( l \)
- The base case \( l = 0 \) is going to be demonstrated by induction on \( k \)
  (a0) The base case \( k = 1 \) is trivial because:
  - at configuration \( C_{2n} \) we have: \( C_{2n}(0) = \{ \alpha_{2n}, \beta_{2n} \} \) and there exist \( 2^n \) membranes labelled by 1 containing the input multiset \( \text{cod}_{2n}(\varphi) \), an object \( \gamma_{2n} \) and \( p \) copies of \( T_i \) and \( F_i \), being \( 1 \leq i \leq n \); and \( 2^n \) membranes labelled by 2 containing a different subset of objects \( r_{i,2n-i+1}, 1 \leq i \leq n \), being \( r \in \{ t, f \} \), the corresponding truth assignment of the branch. Then, configuration \( C_{2n} \) yields configuration \( C_{2n+1} \) by applying the rules:
    \[
    \begin{array}{c|c}
    t_{i,2n} & t_{i,2n+1} \\
    f_{i,2n} & f_{i,2n+1} \\
    \end{array}
    \]
Supposing, by induction, result is true for $i$, then:

$$\begin{align*}
[t_{i,2n+1-i} & \rightarrow t_{i,2n+2-i}]_2 \\
[f_{i,2n+1-i} & \rightarrow f_{i,2n+2-i}]_2
\end{align*}$$

for $2 \leq i \leq n$

Thus, $\mathcal{C}_{2n+1}(0) = \{\alpha_{2n+1}, \beta_{2n+1}\}$, and there exist $2^n$ membranes labelled by 1 containing the input multiset $\psi_{2n+1}(\varphi)$, an object $\gamma_{2n+1}$, $p$ copies of $T_i$ and $F_i$, being $1 \leq i \leq n$ and an object $r_{1,2n+1}$, being $r \in \{t, f\}$; and $2^n$ membranes labelled by 2 containing a different subset of objects $r_{i,2n-i+2}$, $2 \leq i \leq n$, being $r \in \{t, f\}$.

Supposing, by induction, result is true for $k$ ($1 \leq k \leq n$)

- $\mathcal{C}_{2n+k}(0) = \{\alpha_{2n+k}, \beta_{2n+k}\}$

- In $\mathcal{C}_{2n+k}$ there are $2^n$ membranes labelled by 1 such that each of them contains
  
  * the input multiset $\psi_{2n+k}(\varphi)$;
  
  * an object $\gamma_{2n+k}$;
  
  * $p$ copies of every $T_i$ and $F_i$, $1 \leq i \leq n$; and
  
  * objects $r_{i,2n+k-i+1}$, $1 \leq i \leq k$, being $r \in \{t, f\}$.

- In $\mathcal{C}_{2n+k}$ there are $2^n$ membranes labelled by 2 such that each of them contains a different subset of objects $r_{i,2n+k-i+1}$, $k + 1 \leq i \leq n$, being $r \in \{t, f\}$.

Then, configuration $\mathcal{C}_{2n+k}$ yields configuration $\mathcal{C}_{2n+k+1}$ by applying the rules:

$$\begin{align*}
[t_{k+1,2n} & \rightarrow t_{k+1,2n+1}]_2 \\
[f_{k+1,2n} & \rightarrow f_{k+1,2n+1}]_2 \\
[t_{i,2n+k-i+1} & \rightarrow t_{i,2n+k-i+2}]_2 \\
[f_{i,2n+k-i+1} & \rightarrow f_{i,2n+k-i+2}]_2 \\
[t_{i,2n+k-i+1} & \rightarrow t_{i,2n+k-i+2}]_1 \\
[f_{i,2n+k-i+1} & \rightarrow f_{i,2n+k-i+2}]_1 \\
[\alpha_{2n+k} & \rightarrow \alpha_{2n+k+1}]_0 \\
[\beta_{2n+k} & \rightarrow \beta_{2n+k+1}]_0 \\
[\gamma_{2n+k} & \rightarrow \gamma_{2n+k+1}]_1 \\
[x_{i,j,2n+k} & \rightarrow x_{i,j,2n+k+1}]_1 \\
[x_{i,j,2n+k} & \rightarrow x_{i,j,2n+k+1}]_1 \\
[x_{i,j,2n+k} & \rightarrow x_{i,j,2n+k+1}]_1
\end{align*}$$

for $2 \leq i \leq n$, $1 \leq j \leq p$

Therefore, the following holds

- $\mathcal{C}_{2n+k+1}(0) = \{\alpha_{2n+k+1}, \beta_{2n+k+1}\}$

- In $\mathcal{C}_{2n+k+1}$ there are $2^n$ membranes labelled by 1 such that each of them contains
  
  * the input multiset $\psi_{2n+k+1}(\varphi)$;
  
  * an object $\gamma_{2n+k+1}$.
\[ \begin{align*}
* & \quad p \text{ copies of } T_i \text{ and } F_i, \; 1 \leq i \leq n; \text{ and} \\
* & \quad \text{objects } r_{i,2n+k-i+2}, \; 1 \leq i \leq k+1, \text{ being } r \in \{ t, f \}.
\end{align*} \]

- In \( C_{2n+k+1} \) there are \( 2^n \) membranes labelled by 2 such that each of them contains a different subset of objects \( r_{i,2n+k-i+2}, \; k+2 \leq i \leq n, \text{ being } r \in \{ t, f \} \).

\((a_1)\) The base case \( k = 1 \) is trivial because:

- at configuration \( C_{3n} \) we have \( C_{3n}(0) = \{ \alpha_{3n}, \beta_{3n} \} \) and there exist \( 2^n \) membranes labelled by 1 containing the input multiset \( cod_{3n}(\varphi) \), an object \( \gamma_{3n} \), \( p \) copies of \( T_i \) and \( F_i \), being \( 1 \leq i \leq n \) and a different subset of objects \( r_{i,3n+1-k}, 1 \leq i \leq n, \text{ being } r \in \{ t, f \} \), that is, the corresponding truth assignment of the branch; and \( 2^n \) empty membranes labelled by 2. Then, configuration \( C_{3n} \) yields configuration \( C_{3n+1} \) by applying the rules:

\[
\begin{align*}
& t_{1,3n} \quad F_i[ \quad 1 \rightarrow t_{1,3n+1} \quad 1 \\
& f_{1,3n} \quad T_i[ \quad 1 \rightarrow f_{1,3n+1} \quad 1 \\
& t_{i,3n-i+1} \rightarrow t_{i,3n-i+2} \quad 1 \\
& f_{i,3n-i+1} \rightarrow f_{i,3n-i+2} \quad 1 \} \quad \text{for } 2 \leq i \leq n \\
& \alpha_{3n} \rightarrow \alpha_{3n+1} \quad 0 \\
& \beta_{3n} \rightarrow \beta_{3n+1} \quad 0 \\
& \gamma_{3n} \rightarrow \gamma_{3n+1} \quad 1 \\
& x_{i,j,3n} \rightarrow x_{i,j,3n+1} \quad 1 \\
& x_{i,j,3n} \rightarrow x_{i,j,3n+1} \quad 1 \} \quad \text{for } 1 \leq i \leq n, 1 \leq j \leq p \\
\end{align*}
\]

Thus, \( C_{3n+1}(0) = \{ \alpha_{3n+1}, \beta_{3n+1} \} \), and there exist \( 2^n \) membranes labelled by 1 containing the input multiset \( cod_{3n+1}(\varphi) \), an object \( \gamma_{3n+1} \), \( p \) copies of \( T_i \) and \( F_i \), being \( 2 \leq i \leq n \), and \( p - 1 \) copies of \( T_i \) (resp. \( F_i \)) if we have its corresponding \( f_1 \) (resp. \( t_1 \)) object in that branch, \( p \) copies otherwise, and a different subset of objects \( r_{i,3n-i+2}, 2 \leq i \leq n, \text{ being } r \in \{ t, f \} \); and \( 2^n \) membranes labelled by 2 containing an object \( r_{i,3n+1}, \text{ being } r \in \{ t, f \} \).

- Supposing, by induction, result is true for \( k \) \((1 \leq k \leq n)\)

- \( C_{3n+k}(0) = \{ \alpha_{3n+k}, \beta_{3n+k} \} \)

- In \( C_{3n+k} \) there are \( 2^n \) membranes labelled by 1 such that each of them contains

\* the input multiset \( cod_{3n+k}(\varphi) \);

\* an object \( \gamma_{3n+k} \);

\* \( p \) copies of every \( T_i \) and \( F_i \), if \( k+1 \leq i \leq n \) or their corresponding \( t_i \) or \( f_i \) is assigned to that branch, \( p - 1 \) copies otherwise; and

\* \( p \) objects \( r_{i,3n+k-i+1}, \; k+1 \leq i \leq n, \text{ being } r \in \{ t, f \} \).

- In \( C_{3n+k} \) there are \( 2^n \) membranes labelled by 2 such that each of them contains a different subset of objects \( r_{i,3n+k-i+1}, \; 1 \leq i \leq k, \text{ being } r \in \{ t, f \} \).

Then, configuration \( C_{3n+k} \) yields configuration \( C_{3n+k+1} \) by applying the rules:
Supposing, by induction, result is true for $k+1$. Note that ($l$)

$\alpha_{3n+k} \rightarrow \alpha_{3n+k+1}$

For $1 \leq i \leq k$

$\gamma_{3n+k} \rightarrow \gamma_{3n+k+1}$

Therefore, the following holds

$C_{3n+k+1}(0) = \{\alpha_{3n+k+1}, \beta_{3n+k+1}\}$

- In $C_{3n+k+1}$ there are $2^n$ membranes labelled by 1 such that each of them contains
  * the input multiset $\operatorname{cod}_{3n+k+1}(\varphi)$;
  * an object $\gamma_{3n+k+1}$;
  * $p$ copies of every $T_i$ and $F_i$, if $k + 2 \leq i \leq n$ or the corresponding $t_i$ or $f_i$ is assigned to that branch, $p-1$ copies otherwise; and
  * objects $r_{i,3n+k-i+2}$, $k+2 \leq i \leq n$, being $r \in \{t, f\}$.

- In $C_{3n+k+1}$ there are $2^n$ membranes labelled by 2 such that each of them contains a different subset of objects $r_{i,3n+k-i+2}$, $1 \leq i \leq k + 1$, being $r \in \{t, f\}$.

Supposing, by induction, result is true for $l$ ($0 \leq l \leq p - 1$)

(a0) The base case $k = 1$ is trivial because:

At configuration $C_{2n+(l+1)n}$ we have: $C_{2n+(l+1)n}(0) = \{\alpha_{2n+(l+1)n}, \beta_{2n+(l+1)n}\}$ and there exist $2^n$ membranes labelled by 1 containing the input multiset $\operatorname{cod}_{2n+(l+1)n}(\varphi)$, an object $\gamma_{2n+(l+1)n}$ and $p$ copies of $T_i$ and $F_i$, being $1 \leq i \leq n$, and $p-1$ copies for $T_i$ (resp. $F_i$) objects that are in a branch with an object $f_i$ (resp. $t_j$); and $2^n$ membranes labelled by 2 containing a different subset of objects $r_{i,2n+(l+1)n-i+1}$, $1 \leq i \leq n$, being $r \in \{t, f\}$, the corresponding truth assignment of the branch. Then, configuration $C_{2n+(l+1)n}$ yields configuration $C_{2n+(l+1)n+1}$ by applying the rules:

\[
\begin{align*}
\{ t_{i,2n+(l+1)n} \} & \rightarrow \{ t_{i,2n+(l+1)n+1} \} & 2 \\
\{ f_{i,2n+(l+1)n} \} & \rightarrow \{ f_{i,2n+(l+1)n+1} \} & 2 \\
\{ t_{i,2n+(l+1)n+1-i} \} & \rightarrow \{ t_{i,2n+(l+1)n+2-i} \} & 2 \\
\{ f_{i,2n+(l+1)n+1-i} \} & \rightarrow \{ f_{i,2n+(l+1)n+2-i} \} & 2 \\
\end{align*}
\]

for $2 \leq i \leq n$

Note that $(l+1)n = ln + n$, and it has been demonstrated in the first step of the induction that it is correct.
Supposing, by induction, result is true for $k$.

Therefore, the following holds

$$\mathcal{C}_{2n+(l+1)n+k+1}(0) = \{\alpha_{2n+(l+1)n+k}, \beta_{2n+(l+1)n+k}, \gamma_{2n+(l+1)n+k}, \alpha_{2n+(l+1)n+k+1}, \beta_{2n+(l+1)n+k+1}, \gamma_{2n+(l+1)n+k+1}, \alpha_{2n+(l+1)n+k+1}, \beta_{2n+(l+1)n+k+1}, \gamma_{2n+(l+1)n+k+1}, \alpha_{2n+(l+1)n+k+1}, \beta_{2n+(l+1)n+k+1}, \gamma_{2n+(l+1)n+k+1} \}$$
- In $C_{2n+(l+1)n+k+1}$ there are $2^n$ membranes labelled by 1 such that each of them contains
  $\star$ the input multiset $cod_{2n+(l+1)n+k+1}(\varphi)$;
  $\star$ an object $\gamma_{2n+(l+1)n+k+1}$;
  $\star$ $p$ copies of $T_i$ (resp. $F_i$) being $1 \leq i \leq n$ if the corresponding $t_i$ (resp. $f_i$) object exists in that branch, and $p-l$ copies of $F_i$ (resp. $T_i$); and
  $\star$ objects $r_{1,2n+(l+1)n+k-i+2}$, $1 \leq i \leq k+1$, being $r \in \{t, f\}$.

- In $C_{2n+(l+1)n+k+1}$ there are $2^n$ membranes labelled by 2 such that each of them contains a different subset of objects $r_{1,2n+(l+1)n+k-i+2}$, $k+2 \leq i \leq n$, being $r \in \{t, f\}$.

(a1) The base case $k = 1$ is trivial because:

- at configuration $C_{3n+(l+1)n}$ we have $C_{3n+(l+1)n}(0) = \{\alpha_{3n+(l+1)n}, \beta_{3n+(l+1)n}\}$ and there exist $2^n$ membranes labelled by 1 containing the input multiset $cod_{3n+(l+1)n}(\varphi)$, an object $\gamma_{3n+(l+1)n}$, $p$ copies of $T_i$ (resp. $F_i$) being $1 \leq i \leq n$ if the corresponding $t_i$ (resp. $f_i$) object exists in that branch, and $p-l$ copies of $F_i$ (resp. $T_i$) and a different subset of objects $r_{1,3n+(l+1)n-i+1}$, $1 \leq i \leq n$, being $r \in \{t, f\}$, that is, the corresponding truth assignment of the branch; and $2^n$ empty membranes labelled by 2. Then, configuration $C_{3n+(l+1)n}$ yields configuration $C_{3n+(l+1)n+1}$ by applying the rules:

\[
\begin{align*}
&\begin{array}{l}
t_{1,3n+(l+1)n} F_i [1] \xrightarrow{2} [t_{1,3n+(l+1)n+1}] \xrightarrow{2} [f_{1,3n+(l+1)n+1}] \\
t_{i,3n+(l+1)n-i+1} T_i [1] \xrightarrow{2} [f_{i,3n+(l+1)n-i+2}] \xrightarrow{2} [f_{i,3n+(l+1)n-i+2}] \\
\end{array}
\end{align*}
\]

for $2 \leq i \leq n$

\[
\begin{align*}
&\begin{array}{l}
\alpha_{3n+(l+1)n} \xrightarrow{0} \alpha_{3n+(l+1)n+1} \\
\beta_{3n+(l+1)n} \xrightarrow{0} \beta_{3n+(l+1)n+1} \\
\gamma_{3n+(l+1)n} \xrightarrow{1} \gamma_{3n+(l+1)n+1} \\
x_{i,j,3n+(l+1)n} \xrightarrow{1} x_{i,j,3n+(l+1)n+1} \\
x_{i,j,3n+(l+1)n} \xrightarrow{1} x_{i,j,3n+(l+1)n+1} \\
\end{array}
\end{align*}
\]

for $1 \leq i \leq n, 1 \leq j \leq p$

Thus, $C_{3n+(l+1)n+1}(0) = \{\alpha_{3n+(l+1)n+1}, \beta_{3n+(l+1)n+1}\}$, and there exist $2^n$ membranes labelled by 1 containing the input multiset $cod_{3n+(l+1)n+1}(\varphi)$, an object $\gamma_{3n+(l+1)n+1}$, $p$ copies of $T_i$ (resp. $F_i$) being $1 \leq i \leq n$ if the corresponding $t_i$ (resp. $f_i$) object exists in that branch, and $p-l$ copies of $F_i$ (resp. $T_i$) if $k+1 \leq i \leq n$, $p-l-1$ otherwise, and a different subset of objects $r_{i,3n+(l+1)n-i+2}$, $2 \leq i \leq n$, being $r \in \{t, f\}$; and $2^n$ membranes labelled by 2 containing an object $r_{1,3n+(l+1)n+1}$, being $r \in \{t, f\}$.

- Supposing, by induction, result is true for $k (1 \leq k \leq n)$

- $C_{3n+(l+1)n+k}(0) = \{\alpha_{3n+(l+1)n+k}, \beta_{3n+(l+1)n+k}\}$

- In $C_{3n+(l+1)n+k}$ there are $2^n$ membranes labelled by 1 such that each of them contains
  $\star$ the input multiset $cod_{3n+(l+1)n+k}(\varphi)$;
- In $C_{3n+(l+1)n+k}$ there are $2^n$ membranes labelled by 2 such that each of them contains a different subset of objects $r_{i,3n+(l+1)n-i+1}$, $1 \leq i \leq k$, being $r \in \{t, f\}$.
  
  Then, configuration $C_{3n+(l+1)n+k}$ yields configuration $C_{3n+(l+1)n+k+1}$ by applying the rules:

\[
\begin{align*}
& t_{k+1,3n+(l+1)n} F_k \mapsto t_{k+1,3n+(l+1)n+1} \quad \text{for } k + 2 \leq i \leq n \\
& f_{k+1,3n+(l+1)n} T_k \mapsto f_{k+1,3n+(l+1)n+1} \quad \text{for } 1 \leq i \leq k \\
& t_{i,3n+(l+1)n+k-i+1} \mapsto t_{i,3n+(l+1)n+k-i+2} \quad \text{for } k + 2 \leq i \leq n \\
& f_{i,3n+(l+1)n+k-i+1} \mapsto f_{i,3n+(l+1)n+k-i+2} \quad \text{for } 1 \leq i \leq k \\
& \alpha_{3n+(l+1)n+k} \mapsto \alpha_{3n+(l+1)n+k+1} \\
& \beta_{3n+(l+1)n+k} \mapsto \beta_{3n+(l+1)n+k+1} \\
& \gamma_{3n+(l+1)n+k} \mapsto \gamma_{3n+(l+1)n+k+1} \\
& x_{i,j,3n+(l+1)n+k} \mapsto x_{i,j,3n+(l+1)n+k+1} \quad \text{for } 1 \leq i \leq n, 1 \leq j \leq p
\end{align*}
\]

Therefore, the following holds:

- $C_{3n+(l+1)n+k+1}(0) = \{\alpha_{3n+(l+1)n+k+1}, \beta_{3n+(l+1)n+k+1}\}$
- In $C_{3n+(l+1)n+k+1}$ there are $2^n$ membranes labelled by 1 such that each of them contains
  
  * the input multiset $\text{cod}_{3n+(l+1)n+k+1}(\varphi)$
  * an object $\gamma_{3n+(l+1)n+k+1}$
  * $p$ copies of $T_i$ (resp. $F_i$) being $1 \leq i \leq n$ if the corresponding $t_i$ (resp. $f_i$) object exists in that branch, and $p - l$ copies of $F_i$ (resp. $T_i$) if $k + 2 \leq i \leq n$ otherwise; and
  * objects $r_{i,3n+(l+1)n+k-i+2}$, $k + 2 \leq i \leq n$, being $r \in \{t, f\}$.

- In $C_{3n+(l+1)n+k+1}$ there are $2^n$ membranes labelled by 2 such that each of them contains a different subset of objects $r_{i,3n+(l+1)n+k-i+2}$, $1 \leq i \leq k + 1$, being $r \in \{t, f\}$.

- In order to prove (b) it is enough to notice that, on the one hand, from (a) configuration $C_{n+2np-1}$ holds:
  
  - $C_{n+2np-1}(0) = \{\alpha_{n+2np-1}, \beta_{n+2np-1}\}$
  - In $C_{n+2np-1}$ there are $2^n$ membranes labelled by 1 such that each of them contains
    * the input multiset $\text{cod}_{n+2np-1}(\varphi)$
    * an object $\gamma_{n+2np-1}$
  
  $^2$ Note that $n + 2np - 1 = 2n + 2n(p - 1) + (n - 1)$
Proposition 3. Let $C = (C_0, C_1, \ldots, C_q)$ be a computation of the system $\Pi(s(\varphi))$ with input multiset $\text{cod}(\varphi)$.

(a) For each $k$ ($1 \leq k \leq n - 1$) at configuration $C_{n+2np+k}$ we have the following:
- $C_{n+2np+k}(0) = \{\alpha_{n+2np+k}, \beta_{n+2np+k}\}$
- There are $2^n$ membranes labelled by 1 such that each of them contains
  * the input multiset $\text{cod}_{n+2np+k}(\varphi)$;
  * an object $\gamma_{n+2np+k}$;
  * $p$ copies of $T_i$ (resp. $F_i$) being $1 \leq i \leq n$ if the corresponding $t_i$ (resp. $f_i$) object exists in that branch, and 1 copy of $F_i$ (resp. $T_i$) if $k+1 \leq i \leq n$; and
  * objects $r_{i,n+2np+k-i}$, $k+1 \leq i \leq n$, being $r \in \{t,f\}$.
- there are $2^n$ membranes labelled by 2 such that each of them contains $k$ objects #

(b) $C_{2n+2np}(0) = \{\alpha_{2n+2np}, \beta_{2n+2np}\}$, and in $C_{2n+2np}$ there are $2^n$ membranes labelled by 1, such that each of them contains the input multiset $\text{cod}_{2n+2np}(\varphi)$, an object $\gamma_{2n+2np}$, $p$ copies of every $T_i$ and $F_i$, $1 \leq i \leq n$ if the truth assignment associated to the branch contains its corresponding $t_i$ or $f_i$ object; and $2^n$ membranes labelled by 2, such that each of them contains $n$ objects #.
Proof. (a) is going to be demonstrated by induction on \( k \)

- the base case \( k = 1 \) is trivial because:
  - at \( C_{n+2np} \) we have \( C_{n+2np}(0) = \{ \alpha_{n+2np}, \beta_{n+2np} \} \) and there exist \( 2^n \) membranes labelled by 1 containing the input multiset \( cod_{n+2np}(\varphi) \), an object \( \gamma_{n+2np} \) \( p \) copies of \( T_i \) (resp. \( F_i \)) being \( 1 \leq i \leq n \) if the corresponding \( t_i \) (resp. \( f_i \)) object exists in that branch, and 1 copy otherwise and a different multiset of objects \( r_{i,n+2np+i+1} \), \( 1 \leq i \leq n, \) being \( r \in \{ t, f \} \), that is, the truth assignment associated with the branch; and \( 2^n \) empty membranes labelled by 2. Then, configuration \( C_{n+2np} \) yields \( C_{n+2np+1} \) by applying the rules.

Thus, \( C_{n+2np+1}(0) = \{ \alpha_{n+2np+1}, \beta_{n+2np+1} \} \), and there exist \( 2^n \) membranes labelled by 1 containing the input multiset \( cod_{n+2np+1}(\varphi) \), an object \( \gamma_{n+2np+1} \) \( p \) copies of \( T_i \) (resp. \( F_i \)) being \( 1 \leq i \leq n \) if their corresponding \( t_i \) (resp. \( f_i \)) object exists in that branch, and 1 copy of \( F_i \) (resp. \( T_i \)) object \( k+2 \leq i \leq n \) and objects \( r_{i,n+2np+i+2} \), \( k+2 \leq i \leq n, \) being \( r \in \{ t, f \} \); and \( 2^n \) membranes labelled by 2 containing an object \( \# \).

- Supposing, by induction, result is true for \( k (1 \leq k \leq n-1) \)
  - \( C_{n+2np+k}(0) = \{ \alpha_{n+2np+k}, \beta_{n+2np+k} \} \)
  - In \( C_{n+2np+k} \) there are \( 2^n \) membranes labelled by 1 such that each of them contains
    * the input multiset \( cod_{n+2np+k}(\varphi) \);
    * an object \( \gamma_{n+2np+k} \);
    * \( p \) copies of \( T_i \) (resp. \( F_i \)) being \( 1 \leq i \leq n \) if their corresponding \( t_i \) (resp. \( f_i \)) object exists in that branch, and 1 copy of \( F_i \) (resp. \( T_i \)) if \( k+1 \leq i \leq n \); and
    * objects \( r_{i,n+2np+k-i+1} \), \( k+1 \leq i \leq n, \) being \( r \in \{ t, f \} \).
  - In \( C_{n+2np+k} \) there are \( 2^n \) membranes labelled by 2 such that each of them contains \( k \) objects \( \# \).

Then, configuration \( C_{n+2np+k} \) yields configuration \( C_{n+2np+k+1} \) by applying the rules:

\[
\begin{align*}
t_{1,n+2np} F_1[ 2 & \rightarrow [ # ] 2 \\
f_{1,n+2np} T_1[ 2 & \rightarrow [ # ] 2 \\
[ t_{i,n+2np+i} \rightarrow t_{i,n+2np+i+2} ] 1 & \rightarrow [ # ] 2 \\
[ f_{i,n+2np+i} \rightarrow f_{i,n+2np+i+2} ] 1 & \rightarrow [ # ] 2 \\
[ \alpha_{n+2np} \rightarrow \alpha_{n+2np+1} ] 0 & \rightarrow [ # ] 2 \\
[ \beta_{n+2np} \rightarrow \beta_{n+2np+1} ] 0 & \rightarrow [ # ] 2 \\
[ \gamma_{n+2np} \rightarrow \gamma_{n+2np+1} ] 1 & \rightarrow [ # ] 2 \\
[ x_{i,j,n+2np} \rightarrow x_{i,j,n+2np+1} ] 1 & \rightarrow [ # ] 2 \\
[ x_{i,j,n+2np} \rightarrow x_{i,j,n+2np+1} ] 1 & \rightarrow [ # ] 2 \\
[ x_{i,j,n+2np} \rightarrow x_{i,j,n+2np+1} ] 1 & \rightarrow [ # ] 2 \\
[ x_{i,j,n+2np} \rightarrow x_{i,j,n+2np+1} ] 1 & \rightarrow [ # ] 2 \\
& \text{for } 2 \leq i \leq n \\
& \text{for } 2 \leq i \leq n \\
& \text{for } 2 \leq i \leq n \\
& \text{for } 2 \leq i \leq n \\
& \text{for } 2 \leq i \leq n \\
& \text{for } 2 \leq i \leq n \\
& \text{for } 2 \leq i \leq n \\
& \text{for } 2 \leq i \leq n \\end{align*}
\]
\[ \begin{array}{l}
\alpha_{n+2np+k} \rightarrow \alpha_{n+2np+k+1} \ 0 \\
\beta_{n+2np+k} \rightarrow \beta_{n+2np+k+1} \ 0 \\
\gamma_{n+2np+k} \rightarrow \gamma_{n+2np+k+1} \ 1 \\
x_{i,j,n+2np+k} \rightarrow x_{i,j,n+2np+k+1} \ 1 \\
\mathcal{X}_{i,j,n+2np+k} \rightarrow \mathcal{X}_{i,j,n+2np+k+1} \ 1 \\
x'_{i,j,n+2np+k} \rightarrow x'_{i,j,n+2np+k+1} \ 1 \\
\end{array} \]

for \( 1 \leq i \leq n, 1 \leq j \leq p \)

Therefore, the following holds

\( \mathcal{C}_{n+2np+k+1}(0) = \{ \alpha_{n+2np+k+1}, \beta_{n+2np+k+1} \} \)

- In \( \mathcal{C}_{n+2np+k+1} \) there are \( 2^n \) membranes labelled by 1 such that each of them contains
  * the input multiset \( \text{cod}_{n+2np+k+1}(\varphi) \);
  * an object \( \gamma_{n+2np+k+1} \);
  * \( p \) copies of \( T_i \) (resp. \( F_i \)) being \( 1 \leq i \leq n \) if their corresponding \( t_i \) (resp. \( f_i \)) object exists in that branch, and 1 copy of \( F_n \) (resp. \( T_n \)) if \( k + 2 \leq i \leq n \); and
  * objects \( r_{i,n+2np+k+1-i} \), \( k + 2 \leq i \leq n \), being \( r \in \{ t, f \} \).

- In \( \mathcal{C}_{n+2np+k+1} \) there are \( 2^n \) membranes labelled by 2 such that each of them contains \( k + 1 \) objects #.

- In order to prove (b) it is enough to notice that, on the one hand, from (a) configuration \( \mathcal{C}_{2n+2np-1} \) holds:

\( \mathcal{C}_{2n+2np-1}(0) = \{ \alpha_{2n+2np-1}, \beta_{2n+2np-1} \} \)

- In \( \mathcal{C}_{2n+2np-1} \) there are \( 2^n \) membranes labelled by 1 such that each of them contains
  * the input multiset \( \text{cod}_{2n+2np-1}(\varphi) \);
  * an object \( \gamma_{2n+2np-1} \);
  * \( p \) copies of \( T_i \) (resp. \( F_i \)) being \( 1 \leq i \leq n \) if the corresponding \( t_i \) (resp. \( f_i \)) object exists in that branch, and 1 copy of \( F_n \) (resp. \( T_n \)); and
  * an object \( r_{i,n+2np-1} \), being \( r \in \{ t, f \} \).

- In \( \mathcal{C}_{2n+2np-1} \) there are \( 2^n \) membranes labelled by 2 such that each of them contains \( n - 1 \) objects #.

Then, configuration \( \mathcal{C}_{2n+2np-1} \) yields configuration \( \mathcal{C}_{2n+2np} \) by applying the rules:

\( \begin{array}{l}
t_{n,n+2np} \ F_1[ \ 2 \rightarrow \ [ \ # \ ] \ 2 \\
f_{n,n+2np} \ T_1[ \ 2 \rightarrow \ [ \ # \ ] \ 2 \\
\alpha_{2n+2np-1} \rightarrow \alpha_{2n+2np} \ 0 \\
\beta_{2n+2np-1} \rightarrow \beta_{2n+2np} \ 0 \\
\gamma_{2n+2np-1} \rightarrow \gamma_{2n+2np} \ 1 \\
x_{i,j,n+2np-1} \rightarrow x_{i,j,n+2np} \ 1 \\
\mathcal{X}_{i,j,n+2np-1} \rightarrow \mathcal{X}_{i,j,n+2np} \ 1 \\
x'_{i,j,n+2np-1} \rightarrow x'_{i,j,n+2np} \ 1 \\
\end{array} \)

for \( 1 \leq i \leq n, 1 \leq j \leq p \)

Therefore, the following holds

\( \mathcal{C}_{2n+2np}(0) = \{ \alpha_{2n+2np}, \beta_{2n+2np} \} \)

\( ^3 \) Note that \( 2n + 2np - 1 = n + 2np + (n - 1) \)
- In $C_{2n+2np}$ there are $2^n$ membranes labelled by 1 such that each of them contains
  - the input multiset $\text{cod}_{2n+2np}(\varphi)$;
  - an object $\gamma_{2n+2np}$; and
  - $p$ copies of $T_i$ (resp. $F_i$) being $1 \leq i \leq n$ if their corresponding $t_i$ (resp. $f_i$) object exists in that branch.
- In $C_{2n+2np}$ there are $2^n$ membranes labelled by 2 such that each of them contains $n$ objects #.

5.2 First checking stage

At this stage, we try to determine the clauses satisfied for the truth assignment encoded by each branch. For that, rules from 5.5 will be applied in such manner that in the $m$-th step, being $m = \ln + k$ ($1 \leq k \leq n$, $0 \leq l \leq p-1$), clause $C_{l+1}$ will be evaluated with the $k$-th variable of the formula. This stage will take exactly $np$ steps.

**Proposition 4.** Let $\mathcal{C} = (C_0, C_1, \ldots, C_q)$ be a computation of the system $\Pi(s(\varphi))$ with input multiset $\text{cod}(\varphi)$.

(a) For each $k$ ($1 \leq k \leq n$) and $l$ ($0 \leq l \leq p - 1$) at configuration $C_{2n+2np+ln+k}$ we have the following:

- $C_{2n+2np+ln+k}(0) = \{a_{2n+2np+ln+k}, \beta_{2n+2np+ln+k}\}$
- There are $2^n$ membranes labelled by 1 such that each of them contains
  - the $(n - k)$-th last elements of $\text{cod}_{2n+2np+ln+k}(\varphi)^{l+1}$;
  - the input multiset $\text{cod}_{2n+2np+ln+k}(\varphi)^{l+1}$;
  - an object $\gamma_{2n+2np+ln+k}$; and
  - $p - l$ copies of objects $T_i$ or $F_i$, $k+1 \leq i \leq n$, $p - l - 1$ copies otherwise, corresponding to the truth assignment assigned to the branch.
- There are $2^n$ membranes labelled by 2 such that each of them contains
  - $m$ objects $c_{j,t}$ ($1 \leq j \leq l + 1$, $0 \leq t \leq \ln + k - 1$), that is, clauses that have been satisfied by any variable; and
  - $n + \ln + k - m$ objects #.

(b) $C_{2n+3np}(0) = \{a_{2n+3np}, \beta_{2n+3np}\}$, and in $C_{2n+3np}$ there are $2^n$ membranes labelled by 1, such that each of them contains an object $\gamma_{2n+3np}$; and $2^n$ membranes labelled by 2 such that each of them contains $m$ objects $c_{j,t}$ ($1 \leq j \leq p$, $0 \leq t \leq np - 1$), that is, the clauses satisfied by any variable and $n + np - m$ objects #.

**Proof.** (a) is going to be demonstrated by induction on $l$

- The base case $l = 0$ is going to be demonstrated by induction on $k$
- The base case $k = 1$ is trivial because:
- at configuration $C_{2n+2np}$ we have: $C_{2n+2np}(0) = \{\alpha_{2n+2np}, \beta_{2n+2np}\}$ and there exist $2^n$ membranes labelled by 1, such that each of them contains the input multiset $\text{cod}_{2n+2np}(\varphi)$, an object $\gamma_{2n+2np}$ and $p$ copies of objects $T_i$ and $F_i$, $1 \leq i \leq n$, representing the correspondent truth assignment to the branch; and $2^n$ membranes labelled by 2 such that each of them contains $n$ objects #. Then, configuration $C_{2n+2np}$ yields configuration $C_{2n+2np+1}$ by applying the rules:

$$
\begin{align*}
T_1 & \ x_{1,1,2n+2np} & [2] \rightarrow [c_{1,0}2] \\
T_1 & \ x_{1,2,2n+2np} & [2] \rightarrow [\#2] \\
T_1 & \ x_{1,1,2n+2np} & [2] \rightarrow [\#2] \\
F_1 & \ x_{1,1,2n+2np} & [2] \rightarrow [c_{1,0}2] \\
F_1 & \ x_{1,1,2n+2np} & [2] \rightarrow [\#2] \\
F_1 & \ x_{1,1,2n+2np} & [2] \rightarrow [\#2] \\
\end{align*}
$$

Thus, $C_{2n+2np+1}(0) = \{\alpha_{2n+2np+1}, \beta_{2n+2np+1}\}$, and there exist $2^n$ membranes labelled by 1 containing the last $n - 1$ elements of $\text{cod}_{2n+2np+1}(\varphi)_1^1$, the input multiset $\text{cod}_{2n+2np+1}(\varphi)_2^2$, $p$ copies of $T_i$ or $F_i$, being $2 \leq i \leq n$, and $p - 1$ copies of $T_i$ or $F_i$; and $2^n$ membranes labelled by 2 containing $n$ objects # and an object $c_{1,0}$ if the corresponding truth assignment makes true clause 1 with variable 1, another object # otherwise.

- Supposing, by induction, result is true for $k$ ($1 \leq k \leq n$)
  - $C_{2n+2np+k}(0) = \{\alpha_{2n+2np+k}, \beta_{2n+2np+k}\}$
  - In $C_{2n+2np+k}$ there are $2^n$ membranes labelled by 1 such that each of them contains
    * the $(n - k)$-th last elements of $\text{cod}_{2n+2np+k}(\varphi)_1^1$;
    * the input multiset $\text{cod}_{2n+2np+k}(\varphi)_2^2$;
    * an object $\gamma_{2n+2np+k}$; and
    * $p$ copies of objects $T_i$ or $F_i$, $k + 1 \leq i \leq n$, $p - 1$ copies if $1 \leq i \leq k$, corresponding to the truth assignment assigned to the branch.
  - In $C_{2n+2np+k}$ there are $2^n$ membranes labelled by 2 such that each of them contains
    * $m$ objects $c_{1,t}$ ($0 \leq t \leq k - 1$), that is, the number of variables with the corresponding truth assignment that makes true the input formula $\varphi$; and
    * $n + k - m$ objects #.

Then, configuration $C_{2n+2np+k}$ yields configuration $C_{2n+2np+k+1}$ by applying the rules:

---

4 If $k = 1, l = 0$, then $i = 1, j = 1$, so $2np + 2n + (n - 1) + (i - 1) = 2n + 2np$
Supposing, by induction, result is true for \(l\)

- The base case \(l = 0\), then \(i = k + 1, j = 1\), so \(2np + 2n + n(j - 1) + (i - 1) = 2n + 2np + k\)

Therefore, the following holds

- \(C_{2n+2np+k+1} = \{\alpha_{2n+2np+k+1}, \beta_{2n+2np+k+1}\}\)
- In \(C_{2n+2np+k+1}\) there are \(2^n\) membranes labelled by 1 such that each of them contains
  - the \((n-k+1)\)-th last elements of \(\text{cod}_{2n+2np+k+1}(\varphi)\); 
  - the input multiset \(\text{cod}_{2n+2np+k+1}(\varphi)_i^p\); 
  - an object \(\gamma_{2n+2np+k+1}\); and 
  - \(p\) copies of objects \(T_i\) or \(F_i\), \(k+2 \leq i \leq n, p-1\) copies if \(1 \leq i \leq k+1\), corresponding to the truth assignment assigned to the branch.

- In \(C_{2n+2np+k+1}\) there are \(2^n\) membranes labelled by 2 such that each of them contains
  - \(m\) objects \(c_{i,t}\) \((0 \leq t \leq k)\), that is, the number of variables with the corresponding truth assignment that makes true the clause \(C_i\); and 
  - \(n + k + 1 - m\) objects \#.

Supposing, by induction, result is true for \(l\) \((0 \leq l \leq p - 1)\)

- The base case \(k = 1\) is trivial because:
  - at configuration \(C_{2n+2np+(l+1)n}\) we have: \(C_{2n+2np+(l+1)n}(0) = \{\alpha_{2n+2np+(l+1)n}, \beta_{2n+2np+(l+1)n}\}\) and there exist \(2^n\) membranes labelled by 1 containing the input multiset \(\text{cod}_{2n+2np+(l+1)n}(\varphi)_i^p\) an object \(\gamma_{2n+2np+(l+1)n}\) and \(p-l\) copies of objects \(T_i\) or \(F_i\), \(1 \leq i \leq n\); and \(2^n\) membranes labelled by 2 containing \(m\) objects \(c_{i,t}\) \((1 \leq j \leq l, 0 \leq t \leq ln - 1)\), that is, the number of variables with the corresponding truth assignment that makes true the clauses from \(C_1\) to \(C_l\) and \(n+(l+1)n-m\) objects \#. Then, configuration \(C_{2n+2np+(l+1)n}\) yields configuration \(C_{2n+2np+(l+1)n+1}\) by applying the rules.
\[ T_1 x_{1,2n+2np+(l+1)n+1} \rightarrow [c_{t+1,0}]_2 \]
\[ T_1 x_{1,2n+2np+(l+1)n+1} \rightarrow [\#]_2 \]
\[ T_1 x^*_{1,2n+2np+(l+1)n+1} \rightarrow [\#]_2 \]
\[ F_1 x_{1,2n+2np+(l+1)n+1} \rightarrow [\#]_2 \]
\[ F_1 x_{1,2n+2np+(l+1)n+1} \rightarrow [c_{t+1,0}]_2 \]
\[ F_1 x^*_{1,2n+2np+(l+1)n+1} \rightarrow [\#]_2 \]

Thus, \( C_{2n+2np+(l+1)n+1}(0) = \{ \alpha_{2n+2np+(l+1)n+1}, \beta_{2n+2np+(l+1)n+1} \} \), and there exist \( 2^n \) membranes labelled by 1 containing the last \( n-1 \) elements of \( \text{cod}_{2n+2np+(l+1)n+1}(\varphi_{l+1}^{p+1}) \), the input multiset \( \text{cod}_{2n+2np+(l+1)n+1}(\varphi_{l+2}^p) \), \( p-l \) copies of \( T_i \) or \( F_i \), being \( 2 \leq i \leq n \), and \( p-l-1 \) copies of \( T_i \) or \( F_i \); and \( 2^n \) membranes labelled by 2 containing \( m \) objects \( c_{j,t} \) (\( 1 \leq j \leq ln, 0 \leq t \leq ln \)), that is, the number of variables with the corresponding truth assignment that makes true the clauses from \( C_1 \) to \( C_{t+1} \) and \( n+(l+1)n+1-m \) objects \#.

- Supposing, by induction, result is true for \( k (1 \leq k \leq n) \)
  - \( C_{2n+2np+(l+1)n+k}(0) = \{ \alpha_{2n+2np+(l+1)n+k}, \beta_{2n+2np+(l+1)n+k} \} \)
  - In \( C_{2n+2np+(l+1)n+k} \) there are \( 2^n \) membranes labelled by 1 such that each of them contains
    \* the \((n-k)\)-th last elements of \( \text{cod}_{2n+2np+(l+1)n+k}(\varphi_{l+1}^{t+1}) \),
    \* the input multiset \( \text{cod}_{2n+2np+(l+1)n+k}(\varphi_{l+2}^p) \),
    \* an object \( \gamma_{2n+2np+(l+1)n+k} \); and
    \* \( p-l \) copies of objects \( T_i \) or \( F_i \), \( k+1 \leq i \leq n \), \( p-l-1 \) copies if \( 1 \leq i \leq k \), corresponding to the truth assignment assigned to the branch.

- In \( C_{2n+2np+(l+1)n+k} \) there are \( 2^n \) membranes labelled by 2 such that each of them contains
  \* \( m \) objects \( c_{j,t} \) (\( 1 \leq j \leq l+1, 0 \leq t \leq ln+k-1 \)), that is, the number of variables with the corresponding truth assignment that makes true clauses from \( C_1 \) to \( C_{t+1} \); and
  \* \( n+(l+1)n+k+1-m \) objects \#.

Then, configuration \( C_{2n+2np+(l+1)n+k} \) yields configuration \( C_{2n+2np+(l+1)n+k+1} \) by applying the rules:
\[ T_k \ x_{1,2n+2np+(l+1)n+k} \rightarrow [c_{l+1,0}]_{2} \]
\[ T_k \ \bar{x}_{1,2n+2np+(l+1)n+k} \rightarrow \#_{2} \]
\[ T_k \ x^*_{1,2n+2np+(l+1)n+k} \rightarrow \#_{2} \]
\[ F_k \ x_{1,2n+2np+(l+1)n+k} \rightarrow [\#]_{2} \]
\[ F_k \ \bar{x}_{1,2n+2np+(l+1)n+k} \rightarrow [\#]_{2} \]
\[ F_k \ x^*_{1,2n+2np+(l+1)n+k} \rightarrow [\#]_{2} \]
\[
\begin{align*}
    \alpha_{2n+2np+(l+1)n+k} &\rightarrow \alpha_{2n+2np+(l+1)n+k+1} \quad 0 \\
    \beta_{2n+2np+(l+1)n+k} &\rightarrow \beta_{2n+2np+(l+1)n+k+1} \quad 0 \\
    \gamma_{2n+2np+(l+1)n+k} &\rightarrow \gamma_{2n+2np+(l+1)n+k+1} \quad 1 \\
    x_{i,j,2n+2np+(l+1)n+k} &\rightarrow x_{i,j,2n+2np+(l+1)n+k+1} \quad 1 \\
    \bar{x}_{i,j,2n+2np+(l+1)n+k} &\rightarrow \bar{x}_{i,j,2n+2np+(l+1)n+k+1} \quad 1 \\
    x^*_{i,j,2n+2np+(l+1)n+k} &\rightarrow x^*_{i,j,2n+2np+(l+1)n+k+1} \quad 1 \\
\end{align*}
\]
for \( 1 \leq i \leq n \), \( 1 \leq j \leq p \)

Therefore, the following holds:
- \( C_{2n+2np+(l+1)n+k+1}(0) = \{ \alpha_{2n+2np+(l+1)n+k+1}, \beta_{2n+2np+(l+1)n+k+1} \} \)
- In \( C_{2n+2np+(l+1)n+k+1} \) there are \( 2^n \) membranes labelled by 1 such that each of them contains
  * the \((n - (k + 1))\)-th last elements of \( cod_{2n+2np+(l+1)n+k+1}(\varphi)_{l+1} \);
  * the input multiset \( cod_{2n+2np+(l+1)n+k+1}(\varphi)_{l+1} \);
  * an object \( \gamma_{2n+2np+(l+1)n+k+1} \);
  * \( p - l \) copies of objects \( T_n \) or \( F_n \), \( k + 2 \leq i \leq n \), \( p - l - 1 \) copies if \( 1 \leq i \leq k + 1 \), corresponding to the truth assignment assigned to the branch.
- In \( C_{2n+2np+(l+1)n+k+1} \) there are \( 2^n \) membranes labelled by 2 such that each of them contains
  * \( m \) objects \( c_{j,t} \) \((1 \leq j \leq l + 1, 0 \leq t \leq ln + k)\), that is, the number of variables with the corresponding truth assignment that makes true clauses from \( C_1 \) to \( C_{l+1} \); and
  * \( n + (l + 1)n + k + 1 - m \) objects \#.

In order to prove (b) it is enough to notice that, on the one hand, from (a) configuration \( C_{2n+3np-1} \) holds:
- \( C_{2n+3np-1}(0) = \{ \alpha_{2n+3np-1}, \beta_{2n+3np-1} \} \)
- In \( C_{2n+3np-1} \) there are \( 2^n \) membranes labelled by 1 such that each of them contains
  * the last element of \( cod_{2n+3np-1}(\varphi)_{p} \);
  * an object \( \gamma_{2n+3np-1} \); and
  * an object \( T_n \) or \( F_n \) corresponding to the truth assignment assigned to the branch.
- In \( C_{2n+3np-1} \) there are \( 2^n \) membranes labelled by 2 such that each of them contains

\(^6\) Note that \( 2n + 3np - 1 = 2n + 3(n(p - 1) + (n - 1)) \)
\* \(m\) objects \(c_{j,t}\) (\(1 \leq j \leq p, 0 \leq t \leq np-2\)), that is, the number of variables with the corresponding truth assignment that makes true clauses from \(C_1\) to \(C_p\); and

\* \(n + np - 1 - m\) objects \#.

Then, configuration \(C_{2n+3np-1}\) yields \(C_{2n+3np}\) by applying the rules:

\[
\begin{align*}
T_n x_{n,p,2n+3np-1} &\rightarrow [c_p, 0]_2 \\
T_n \overline{x}_{n,p,2n+3np-1} &\rightarrow [#]_2 \\
T_n x_{n,p,2n+3np-1} &\rightarrow [#]_2 \\
F_n x_{n,p,2n+3np-1} &\rightarrow [#]_2 \\
F_n x^*_{n,p,2n+3np-1} &\rightarrow [#]_2 \\
\{ \alpha_{2n+2np+(l+1)n+k} \rightarrow \alpha_{2n+2np+(l+1)n+k+1} \} &\rightarrow [0]_2 \\
\{ \beta_{2n+2np+(l+1)n+k} \rightarrow \beta_{2n+2np+(l+1)n+k+1} \} &\rightarrow [0]_2 \\
\{ \gamma_{2n+2np+(l+1)n+k} \rightarrow \gamma_{2n+2np+(l+1)n+k+1} \} &\rightarrow [1]_2 \\
\{ x_{i,j,2n+2np+(l+1)n+k} \rightarrow x^*_{i,j,2n+2np+(l+1)n+k+1} \} &\rightarrow [1]_2 \\
\{ x_{i,j,2n+2np+(l+1)n+k} \rightarrow x^*_{i,j,2n+2np+(l+1)n+k+1} \} &\rightarrow [1]_2 \\
\{ c_{j,t} \rightarrow c_{j,t+1} \} &\rightarrow [1]_2 \\
\end{align*}
\]

for \(1 \leq i \leq n\), \(1 \leq j \leq p\), \(l = \sum_{j=1}^{p} m_j\), being \(m_j\) the number of objects \(c_{j,k}\) in each membrane 2 at step \(C_{2n+3np}\). In this stage, we cannot be sure of how many objects \(c_{i+1,k}\) are present at each membrane when \(i \neq 0\) \(^7\), so if

\[\]
we cannot be sure of that, we are going to say that there are $\tilde{m}_j$ (remember that $\tilde{m}_j$ is always less than or equal to $m_j$) objects within membrane 2. We will ignore objects $\#$ since they have no effect from here.

**Proposition 5.** Let $C = (C_0, C_1, \ldots, C_q)$ be a computation of the system $\Pi(s(\varphi))$ with input multiset $\text{cod}(\varphi)$.

(a) For each $k$ ($1 \leq k \leq np - 1$) at configuration $C_{2n+3np+k}$ we have the following:

- $C_{2n+3np+k}(0) = \{\alpha_{2n+3np+k}, \beta_{2n+3np+k}\}$
- There are $2^n$ membranes labelled by 1 such that each of them contains
  * an object $\gamma_{2n+3np+k}$; and
  * $m_j$ objects $c_j$ for $1 \leq j \leq l$ and $m_{t+1} - \tilde{m}_{t+1}$ objects $c_{t+1}$
- There are $2^n$ membranes labelled by 2 such that each of them contains $\tilde{m}_{t+1}$ objects $c_{t+1,t}$ $(p-1)n + 1 \leq t \leq np - 1)$ and $m_j$ objects $c_{j,t}$ $(l + 2 \leq j \leq p, ln + i < t \leq np - 1)$

(b) $C_{2n+4np}(0) = \{\alpha_{2n+4np}, \beta_{2n+4np}\}$, there are $2^n$ membranes labelled by 1, such that each of them contains $m$ objects $c_j$ $(1 \leq j \leq p)$ and an object $\gamma_{2n+4np}$
and $2^n$ empty membranes labelled by 2.

**Proof.** (a) is going to be demonstrated by induction on $k$

- The base case $k = 1$ is trivial because: At configuration $C_{2n+3np}$ we have:
  $C_{2n+3np}(0) = \{\alpha_{2n+3np}, \beta_{2n+3np}\}$ and there exist $2^n$ membranes labelled by 1 containing an object $\gamma_{2n+3np}$; and $2^n$ membranes labelled by 2 containing $m$ objects $c_{j,t}$ $(1 \leq j \leq k, 0 \leq t \leq np - 1)$. Then, configuration $C_{2n+3np}$ yields configuration $C_{2n+3np+1}$ by applying the rules:

\[
\begin{align*}
\alpha_{2n+3np} & \rightarrow \alpha_{2n+3np+1}, \\
\beta_{2n+3np} & \rightarrow \beta_{2n+3np+1}, \\
\gamma_{2n+3np} & \rightarrow \gamma_{2n+3np+1}, \\
[c_{j,t}] & \rightarrow [c_{j,t+1}], \text{ for } 1 \leq j \leq p, 0 \leq k \leq np - 2 \\
[c_{1, np-1}] & \rightarrow [c_1],
\end{align*}
\]

Thus, $C_{2n+3np+1}(0) = \{\alpha_{2n+3np+1}, \beta_{2n+3np+1}\}$, and there exist $2^n$ membranes labelled by 1 containing an object $\gamma_{2n+3np+1}$ and $m_1 - \tilde{m}_1$ objects $c_1$;
and $2^n$ membranes labelled by 2 containing $\tilde{m}_1$ objects $c_1$ and $m_j$ objects $c_j$ $(2 \leq j \leq p)$. Hence, the result holds for $k = 1$.

- Supposing, by induction, result is true for $k$ $(1 \leq k \leq np - 1)$

- $C_{2n+3np+k}(0) = \{\alpha_{2n+3np+k}, \beta_{2n+3np+k}\}$

- In $C_{2n+3np+k}$ there are $2^n$ membranes labelled by 1 such that each of them contains
  * an object $\gamma_{2n+3np+k}$; and
  * $m_j$ objects $c_j$ for $1 \leq j \leq l$ and $m_{t+1} - \tilde{m}_{t+1}$ objects $c_{t+1}$.

\footnote{That is, if the truth assignment of variable 1 made true clause 1, then an object $c_{1,0}$ were created at $(2n + 2np + 1)$-th step, and it is going to be sent to the corresponding membrane 1. So, $m_1 - \tilde{m}_1$ can be 0 or 1 in this step.}
- In \( C_{2n+3np+k} \), there are \( 2^n \) membranes labelled by 2 such that each of them contains \( \tilde{m}_{t+1} \) objects \( c_{t+1,t} \) \( (p-1)n + 1 \leq t \leq np - 1 \) and \( m_j \) objects \( c_{j,t} \) \( (l+2 \leq j \leq p, ln + i \leq t \leq np - 1) \).

Then, configuration \( \tilde{C}_{2n+3np+k} \) yields configuration \( C_{2n+3np+k} \) by applying the rules:

\[
\begin{align*}
\Delta_{2n+3np+k} &\rightarrow \Delta_{2n+3np+k+1} \quad 0 \\
\beta_{2n+3np+k} &\rightarrow \beta_{2n+3np+k+1} \quad 0 \\
\gamma_{2n+3np+k} &\rightarrow \gamma_{2n+3np+k+1} \quad 1 \\
\gamma_{j,t} &\rightarrow c_{j,t+1} \quad \text{for } l+1 \leq j \leq p, \ 0 \leq k \leq np - 2. \\
\gamma_{t+1,np-1} &\rightarrow c_{1} \quad 2
\end{align*}
\]

Therefore, the following holds:

- \( C_{2n+3np+k+1}(0) = \{ \alpha_{2n+3np+k+1}, \beta_{2n+3np+k+1} \} \)
- In \( C_{2n+3np+k+1} \) there are \( 2^n \) membranes labelled by 1 such that each of them contains
  * an object \( \gamma_{2n+3np+k+1} \); and
  * \( m_j \) objects \( c_j \) for \( 1 \leq j \leq l \) and \( m_{l+1} = \tilde{m}_{l+1} \) objects \( c_{l+1} \).
- In \( C_{2n+3np+k+1} \) there are \( 2^n \) membranes labelled by 2 such that each of them contains \( \tilde{m}_{l+1} \) objects \( c_{l+1,t} \) \( (p-1)n + 1 \leq t \leq np - 1 \) and \( m_j \) objects \( c_{j,t} \) \( (l+2 \leq j \leq p, ln + i \leq t \leq np - 1) \).

Hence, the result holds for \( k+1 \).

- In order to prove \((b)\) it is enough to notice that, on the one hand, from \((a)\) configuration \( C_{2n+4np-1} \) holds:
  - \( C_{2n+4np-1}(0) = \{ \alpha_{2n+4np-1}, \beta_{2n+4np-1} \} \)
  - In \( C_{2n+4np-1} \) there are \( 2^n \) membranes labelled by 1 such that each of them contains
    * an object \( \gamma_{2n+4np-1} \); and
    * \( m_j \) objects \( c_j \) for \( 1 \leq j \leq p-1 \) and \( m_p = \tilde{m}_p \).
  - In \( C_{2n+4np-1} \) there are \( 2^n \) membranes labelled by 2 such that each of them contains \( \tilde{m}_p \) objects \( c_{p,n} \).

Then, configuration \( C_{2n+4np-1} \) yields configuration \( C_{2n+4np} \) by applying the rules:

\[
\begin{align*}
\gamma_{2n+4np-1} &\rightarrow \gamma_{2n+4np} \quad 0 \\
\beta_{2n+4np-1} &\rightarrow \beta_{2n+4np} \quad 0 \\
\gamma_{2n+4np-1} &\rightarrow \gamma_{2n+4np} \quad 1 \\
\gamma_{p,n} &\rightarrow c_{p} \quad 2
\end{align*}
\]

Then, we have \( C_{2n+4np}(0) = \{ \alpha_{2n+4np}, \beta_{2n+4np} \} \), and there exist \( 2^n \) membranes labelled by 1 containing an object \( \gamma_{2n+4np} \) and \( m \) objects \( c_j \) \( (1 \leq j \leq p) \); and there exist \( 2^n \) empty membranes labelled by 2.

\[\square\]

When objects \( c_j \) are within the membranes labelled by 1, we can start to check if all the clauses of the input formula \( \varphi \) are satisfied by any truth assignment. As we use objects \( c_j \) to denote that clause \( C_j \) has been satisfied by some variable, it

\[9\] In this case, \( \tilde{m}_p \) can only take two values: 0 or 1.
can be possible that some \( c_j \) are missing, that is, that for some \( j, 1 \leq j \leq p \), \( c_j \) does not appear in any membrane labelled by 1 in \( C_{2n+4np} \). Let \( \tilde{j} \) be the index \( j \)\(^{10}\) of that clause. It is going to take \( 2p \) steps.

**Proposition 6.** Let \( C = (C_0, C_1, \ldots, C_q) \) be a computation of the system \( \Pi(s(\varphi)) \) with input multiset \( \text{cod}(\varphi) \).

(a) For each \( 2k+1 \ (0 \leq k \leq p-1) \) at configuration \( C_{2n+4np+2k+1} \) we have the following:

- \( C_{2n+4np+2k+1}(0) = \{\alpha_{2n+4np+2k+1}, \beta_{2n+4np+2k+1}\} \)
- There are \( 2^n \) membranes labelled by 1 such that each of them contains
  * an object \( \gamma_{2n+4np} \) or \( d_{j-1} \) (respectively, an object \( d_k \) ) if the corresponding truth assignment does not make true (resp., makes true) the clause \( C_1 \) or \( C_j \) \((2 \leq j \leq p)\) (resp., the first \( k \) clauses); and
  * \( m_j - 1 \) objects \( c_j \) for \( 1 \leq j \leq \min(\tilde{j}, k+1) \) and \( m_j \) objects \( c_j \) for \( \min(\tilde{j}, k+2) \leq j \leq p \).
- There are \( 2^n \) membranes labelled by 2 such that each of them contains an object \( d_{k+1} \) if and only if the truth assignment associated to the branch makes true the first \( k+1 \) clauses.

(b) For each \( 2k \ (1 \leq k \leq p-1) \) at configuration \( C_{2n+4np+2k} \) we have the following:

- \( C_{2n+4np+2k}(0) = \{\alpha_{2n+4np+2k}, \beta_{2n+4np+2k}\} \)
- There are \( 2^n \) membranes labelled by 1 such that each of them contains
  * an object \( \gamma_{2n+4np} \) or \( d_{j-1} \) if the corresponding truth assignment does not make true the clause \( C_1 \) or \( C_j \) \((2 \leq j \leq p)\); and
  * \( m_j - 1 \) objects \( c_j \) for \( 1 \leq j \leq \min(\tilde{j}, k) \) and \( m_j \) objects \( c_j \) for \( \min(\tilde{j}, k+1) \leq j \leq p \).
- There are \( 2^n \) empty membranes labelled by 2.

(b) \( C_{2n+4np+2p}(0) = \{\alpha_{2n+4np+2p}, \beta_{2n+4np+2p}\} \), and in \( C_{2n+4np+2p} \) there are \( 2^n \) membranes labelled by 1, such that each of them contains an object \( d_p \) if and only if the corresponding truth assignment makes true the input formula \( \varphi \) (\( d_{j-1} \) otherwise), \( m_j - 1 \) objects \( c_j \) for \( 1 \leq j \leq \min(\tilde{j}, p+1) \) and \( m_j \) objects \( c_j \) for \( \min(\tilde{j}, p+1) \leq j \leq p \); and \( 2^n \) empty membranes labelled by 2.

\textbf{Proof.} (a) is going to be demonstrated by induction on \( k \):

- The base case \( k = 1 \) is trivial because:
  (a0) at configuration \( C_{2n+4np} \) we have: \( C_{2n+4np}(0) = \{\alpha_{2n+4np}, \beta_{2n+4np}\} \) and there exist \( 2^n \) membranes labelled by 1 containing an object \( \gamma_{2n+4np} \) and \( m \) objects \( c_j \) \((1 \leq j \leq p)\); and there exist \( 2^n \) empty membranes labelled by 2. Then, configuration \( C_{2n+4np} \) yields configuration \( C_{2n+4np+1} \) by applying the rules:

\[
\begin{align*}
\alpha_{2n+4np} & \rightarrow \alpha_{2n+4np+1} \\
\beta_{2n+4np} & \rightarrow \beta_{2n+4np+1} \\
\gamma_{4np+2n} & \rightarrow [d_1]_2
\end{align*}
\]

\(^{10}\) If \( \tilde{j} \) is not defined, we are going to suppose that it is equal to \( p + 1 \).
Supposing, by induction, result is true for $k$ if and only if there were no objects $c_1$ at configuration $C_{2n+4np}$, $m_1 = 1$ (respectively, $m_1$) objects $c_1$ if there was any object $c_j$ in this membrane in the previous configuration (resp., $m_1$) and $m_j$ objects $c_j$ for $2 \leq j \leq p$; and $2^n$ membranes labelled by 2 containing an object $c_j$ if and only if there was at least one object $c_1$ within membrane labelled by 1 at configuration $C_{2n+4np}$. Then, the configuration $C_{2n+4np+1}$ yields configuration $C_{2n+4np+2}$ by applying the rules:

\[
\begin{align*}
[ \alpha_{2n+4np+1} & \rightarrow \alpha_{2n+4np+2} ]_0 \\
[ \beta_{2n+4np+1} & \rightarrow \beta_{2n+4np+2} ]_0 \\
[ d_1 ]_2 & \rightarrow [ d_1 ]_2
\end{align*}
\]

Thus, $C_{2n+4np+2}(0) = \{\alpha_{2n+4np+2}, \beta_{2n+4np+2}\}$, and there exist $2^n$ membranes labelled by 1 containing an object $d_1$ (respectively, $\gamma_{2n+4np}$) if the corresponding truth assignment makes true (resp., doesn’t make true) clause $C_1$, $m_1 = 1$ (resp., $m_1$) objects $c_1$ and $m_j$ objects $c_j$ for $1 \leq j \leq p$; and there exist $2^n$ empty membranes labelled by 2. Hence, the result holds for $k = 1$.

- Supposing, by induction, result is true for $k$ ($0 \leq k \leq p - 1$)
  - $C_{2n+4np+2k}(0) = \{\alpha_{2n+4np+2k}, \beta_{2n+4np+2k}\}$
  - In $C_{2n+4np+2k}$ there are $2^n$ membranes labelled by 1 such that each of them contains
    * an object $\gamma_{2n+4np}$ or $d_{j-1}$ (respectively, an object $d_k$) if the corresponding truth assignment does not make true (resp., makes true) the clause $C_1$ or $C_j$ ($2 \leq j \leq p$) (resp., the first $k$ clauses); and
    * $m_j - 1$ objects $c_j$ for $1 \leq j \leq \min(j, k + 1)$ and $m_j$ objects $c_j$ for $\min(j, k + 2) \leq j \leq p$.
  - In $C_{2n+4np+2k}$ there are $2^n$ empty membranes labelled by 2. Then, configuration $C_{2n+4np+2k}$ yields configuration $C_{2n+4np+2k+1}$ by applying the rules:

\[
\begin{align*}
[ \alpha_{2n+4np+2k} & \rightarrow \alpha_{2n+4np+2k+1} ]_0 \\
[ \beta_{2n+4np+2k} & \rightarrow \beta_{2n+4np+2k+1} ]_0 \\
[ d_k ]_{2k+1} & \rightarrow [ d_{k+1} ]_{2k+1}
\end{align*}
\]

Therefore, the following holds

- $C_{2n+4np+2k+1}(0) = \{\alpha_{2n+4np+2k+1}, \beta_{2n+4np+2k+1}\}$

- In $C_{2n+4np+2k+1}$ there are $2^n$ membranes labelled by 1 such that each of them contains
  * an object $\gamma_{2n+4np}$ or $d_{j-1}$ if the corresponding truth assignment does not make true the clause $C_1$ or $C_j$ ($2 \leq j \leq p$); and
  * $m_j - 1$ objects $c_j$ for $1 \leq j \leq \min(j, k)$ and $m_j$ objects $c_j$ for $\min(j, k + 1) \leq j \leq p$.

- In $C_{2n+4np+2k+1}$ there are $2^n$ membranes labelled by 2 such that each of them contains an object $d_{k+1}$ if and only if the corresponding truth assignment makes true the first $k + 1$ clauses.
Then, configuration $C_{2n+4n^p+2k+2}$ yields $C_{2n+4n^p+2k+1}$ by applying the rules:

\[
\begin{align*}
\left[\alpha_{2n+4n^p+2k+1} \rightarrow \alpha_{2n+4n^p+2k+2}\right]_0 \\
\left[\beta_{2n+4n^p+2k+1} \rightarrow \beta_{2n+4n^p+2k+2}\right]_0 \\
\left[\delta_{k+1}\right]_2 \rightarrow \delta_{k+1}\left[\ ight]_2
\end{align*}
\]

Therefore, the following holds

- $C_{2n+4n^p+2k+2}(0) = \{\alpha_{2n+4n^p+2k+2}, \beta_{2n+4n^p+2k+2}\}$
- In $C_{2n+4n^p+2k+2}$ there are $2^n$ membranes labelled by 1 such that each of them contains
  - an object $\gamma_{2n+4n^p}$ or $d_{j-1}$ (respectively, an object $d_{k+1}$) if the corresponding truth assignment does not make true (resp., makes true) the clause $C_1$ or $C_j$ ($2 \leq j \leq k$) (resp., the first $k+1$ clauses); and
  - $m_j - 1$ objects $c_j$ for $1 \leq j \leq min(j, k+2)$ and $m_j$ objects $c_j$ for $min(j, k+3) \leq j \leq p$.
- In $C_{2n+4n^p+2k+2}$ there are $2^n$ empty membranes labelled by 2.

Hence, the result holds for $k+1$.

In order to prove (b) it is enough to notice that, on the one hand, from (a) configuration $C_{2n+4n^p+2p-1}$ holds:

- $C_{2n+4n^p+2p-1}(0) = \{\alpha_{2n+4n^p+2p-1}, \beta_{2n+4n^p+2p-1}\}$
- In $C_{2n+4n^p+2p-1}$ there are $2^n$ membranes labelled by 1 such that each of them contains
  - an object $\gamma_{2n+4n^p}$ or $d_{j-1}$ if the corresponding truth assignment does not make true the clause $C_1$ or $C_j$ ($2 \leq j \leq k$); and
  - $m_j - 1$ objects $c_j$ for $1 \leq j \leq min(j, p)$ and $m_j$ objects $c_j$ for $min(j, p+1) \leq j \leq p$.
- In $C_{2n+4n^p+2p-1}$ there are $2^n$ membranes labelled by 2 such that each of them contains an object $d_p$ if and only if the corresponding truth assignment makes true the input formula $\varphi$.

Then, configuration $C_{2n+4n^p+2p-1}$ yields configuration $C_{2n+4n^p+2p}$ by applying the rules:

\[
\begin{align*}
\left[\alpha_{2n+4n^p+2p-1} \rightarrow \alpha_{2n+4n^p+2p}\right]_0 \\
\left[\beta_{2n+4n^p+2p-1} \rightarrow \beta_{2n+4n^p+2p}\right]_0 \\
\left[\delta_p\right]_2 \rightarrow \delta_p\left[\ ight]_2
\end{align*}
\]

Then, we have $C_{2n+4n^p+2p}(0) = \{\alpha_{2n+4n^p+2p}, \beta_{2n+4n^p+2p}\}$, and there exist $2^n$ membranes labelled by 1 containing an object $\gamma_{2n+4n^p}$ or $d_{j-1}$ (respectively, an object $d_p$) if the corresponding truth assignment does not make true (resp., makes true) the clause $C_1$ or $C_j$ ($2 \leq j \leq k$) (resp., the input formula $\varphi$), $m_j - 1$ objects $c_j$ for $1 \leq j \leq min(j, p+1)$ and $m_j$ objects $c_j$ for $min(j, p+1) \leq j \leq p$; and there exist $2^n$ empty membranes labelled by 2.

□
5.4 Output stage

The output phase starts at the \((2n + 4np + 2p)\)-th step, and takes exactly four steps when there is an affirmative answer and five steps when there is a negative one. Rules from 5.7 are devoted to compute this stage.

- **Affirmative answer**: In this case, at configuration \(C_{2n+4np+2p}\), in some membrane 1 there is an object \(d_p\). By applying the rule \([d_p]_1 → d_p[\_]_1\) (at the same time that \([α_{2n+4np+2p} → α_{2n+4np+2p+1}]_0\) and \([β_{2n+4np+2p} → β_{2n+4np+2p+1}]_0\) are executed), an object \(d_p\) is produced in membrane 0. Then by applying the rules \(α_{4np+2n+2p+1} d_p[\_]_1 → [yes]_1\) and \([β_{2n+4np+2p+1} → β_{2n+4np+2p+2}]_0\), an object \(yes\) is produced in some membrane labelled by 1 (only in one such membrane). At the next step, an object \(yes\) will appear at membrane labelled by 0 of the configuration \(C_{2n+4np+2p+3}\) by the application of the rule \([yes]_1 → yes[\_]_1\). Let us note that object \(β_{2n+4np+2p+2}\) cannot interact with any object \(α\). Finally, at computation step \(2n + 4np + 2p + 4\) an object \(yes\) is released to environment by the application of the rule \([yes]_0 → yes[\_]_0\) and the computation halts.

- **Negative answer**: In this case, at configuration \(C_{2n+4np+2p}\), there are no membranes labelled by 1 that contains an object \(d_p\), so the only rules executed are \([α_{2n+4np+2p} → α_{2n+4np+2p+1}]_0\) and \([β_{2n+4np+2p} → β_{2n+4np+2p+1}]_0\). Rule \([β_{2n+4np+2p+1} → β_{2n+4np+2p+2}]_0\) is executed in the next step. Thus, at configuration \(C_{2n+4np+2p+2}\) in membrane labelled by 0 we execute have a copy of object \(α_{2n+4np+2p+1}\) and a copy of object \(β_{2n+4np+2p+2}\). By applying the rule \(α_{4np+2n+2p+1} β_{4np+2n+2p+2} [\_]_1 → [no]_1\), an object \(no\) is produced in only one membrane labelled by 1 (nondeterministically chosen). At the next step, this object \(no\) will move into membrane labelled by 0 by the application of the rule \([no]_1 → no[\_]_1\). Finally, at configuration \(C_{2n+4np+2p+5}\) an object \(no\) is released to the environment when rule \([no]_0 → no[\_]_0\), and then the computation halts.

5.5 Result

**Theorem 1.** \(\text{SAT} ∈ \text{PMC}_{DAM^0(+ε,memp,−d,+,n)}\).

**Proof.** The family \(Π\) of P systems previously constructed verifies the following:

(a) The family \(Π\) is polynomially uniform by Turing machines because for each \(n, p \in \mathbb{N}\), the rules of \(Π((n, p))\) of the family are recursively defined from \(n, p \in \mathbb{N}\), and the amount of resources needed to build an element of the family is of a polynomial order in \(n\) and \(p\), as shown below:

- **Size of the alphabet:** \(\frac{15n^2 p^2}{2} + 6n^2 p^3 + 3n^2 + 2np^2 + 3n^2 + 8n + 7p + 9 \in \Theta(n^2 p^2)\).
- **Initial number of membranes:** \(3 \in \Theta(1)\).
- **Initial number of objects in membranes:** \(3np + n + 3 \in \Theta(np)\).
- **Number of rules:** \(\frac{15n^2 p^2}{2} + 8n^2 p + 4n^2 + 4np^2 + 5n + 5p + 11 \in \Theta(n^2 p^2)\).
– Maximal number of objects involved in any rule: $3 \in \Theta(1)$.

(b) The family $\Pi$ is polynomially bounded with regard to $(\text{SAT}, \text{cod}, s)$: indeed for each instance $\varphi$ of the SAT problem, any computation of the system $\Pi(s(\varphi))$ with input multiset $\text{cod}(\varphi)$ takes at most $2n + 4np + 2p + 5$ computation steps.

(e) The family $\Pi$ is sound with regard to $(\text{SAT}, \text{cod}, s)$: indeed for each instance $\varphi$ of the SAT problem, if the computation of $\Pi(s(\varphi)) + \text{cod}(\varphi)$ is an accepting computation, then $\varphi$ is satisfiable.

(f) The family $\Pi$ is complete with regard to $(\text{SAT}, \text{cod}, s)$: indeed, for each instance $\varphi$ of the SAT problem such that $\varphi$ is satisfiable, any computation of $\Pi(s(\varphi)) + \text{cod}(\varphi)$ is an accepting computation.

Therefore, the family $\Pi$ of P systems previously constructed solves the SAT problem in polynomial time and in a uniform way.

**Corollary 1.** $\text{NP} \cup \text{co-NP} \subseteq \text{PMC}_{\text{DAM}}^{0}(+e,s,\text{mcmp}_{0n},-d,+n)$.

**Proof.** It suffices to notice that SAT problem is a NP-complete problem, $\text{SAT} \in \text{PMC}_{\text{DAM}}^{0}(+e,s,\text{mcmp}_{0n},-d,+n)$, and the complexity class $\text{PMC}_{\text{DAM}}^{0}(+e,s,\text{mcmp}_{0n},-d,+n)$ is closed under polynomial-time reduction and under complement.

**6 Conclusions**

From a computational complexity point of view and assuming that $\mathbf{P} \neq \mathbf{NP}$, dissolution rules play a crucial role in classical polarizationless P systems with active membranes where there is no cooperation, no changing labels neither priorities. In that framework, PSPACE-complete problems can be solved in polynomial time when dissolution rules and division for elementary and non-elementary membranes are permitted. However, dissolution rules and division rules for non-elementary membranes can be replaced by minimal cooperation (the left-hand side of the rules has at most two objects) and minimal production (the right-hand side of the rules has at most two objects) in object evolution rules in order to obtain the computational efficiency [11].

In this paper, the ingredient of minimal cooperation and minimal production in object evolution rules is replaced by minimal cooperation and minimal production in send-in communication rules but we have need to use division for non-elementary membranes. The new systems considered are able to efficiently solve computational hard problems even by considering simple object evolution rules, that is, these kind of rules only produce one object. An analogous result can be obtained if minimal cooperation and minimal production are considered only for send-out rules, instead of send-in rules ([12]).

The case where only elementary division is allowed, while keeping the restriction that minimal cooperation and minimal production are used in communication rules of the same direction (only in or only out) remains as future work, as well as the case where division rules are replaced by separation rules.
What about the class $\mathcal{SAM}^0(\pm e, mcmp_{in}, -d, +n)$? That is, what happens if we revisit the framework studied in this paper but replacing division rules by separation rules? We can adapt the reasoning used in the proof of $P = \text{PMC}_{\mathcal{SAM}^0_{\text{sep}}(-d, -n)}$ (see [10]), and we can prove that by using families of recognizer membrane systems belonging to this class, only problems in class $P$ can be solved in polynomial time.
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Summary. Membrane computing is a computing paradigm providing a class of distributed parallel computing devices of a biochemical type whose process units represent biological membranes. In the cell-like basic model, a hierarchical membrane structure formally described by a rooted tree is considered. It is well known that families of such systems where the number of membranes can only decrease during a computation (for instance by dissolving membranes), can only solve in polynomial time problems in class $P$. $P$ systems with active membranes is a variant where membranes play a central role in their dynamics. In the seminal version, membranes have an electrical polarization (positive, negative, or neutral) associated in any instant, and besides being dissolved, they can also replicate by using division rules. These systems are computationally universal, that is, equivalent in power to deterministic Turing machines, and computationally efficient, that is, able to solve computationally hard problems in polynomial time. If polarizations in membranes are removed and dissolution rules are forbidden, then only problems in class $P$ can be solved in polynomial time by these systems (even in the case when division rules for non-elementary membranes are permitted). In that framework it has been shown that by considering minimal cooperation (left-hand side of such rules consists of at most two symbols) and minimal production (only one object is produced by the application of such rules) in object evolution rules, such systems provide efficient solutions to $NP$-complete problems. In this paper, minimal cooperation and minimal production in communication rules instead of object evolution rules is studied, and the computational efficiency of these systems is obtained in the case where division rules for non-elementary membranes are permitted.
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1 Introduction

Membrane Computing is an emergent branch of Natural Computing providing distributed parallel and non-deterministic computing models whose computational devices are called membrane systems having units processor called compartments. This computing paradigm is inspired by some basic biological features, by the structure and functioning of the living cells, as well as from the cooperation of cells in tissues, organs, and organisms. Celllike membrane systems use the biological membranes arranged hierarchically, inspired from the structure of the cell.

In Membrane Computing, some variants capture the fact that membranes are not at all passive from a biochemistry view, for instance, the passing of a chemical compound through a membrane is often done by a direct interaction with the membrane itself. Some variants of P systems where the central role in their dynamics is played by the membranes have been considered. In these models, the membranes not only directly mediate the evolution and the communication of objects, but they can replicate themselves by means of a division process. Inspired by these features, P systems with active membranes [6] were introduced, based on processing multisets by means of non-cooperative rewriting rules, that is, rules where its left-hand side has at most only one object. Specifically, objects evolve inside membranes which can communicate between each other, can dissolve, and moreover (inspired by cellular mitosis process) can replicate by means of division rules. It is assumed that each membrane has associated an electrical polarization in any instant, one of the three possible: positive, negative, or neutral.

P systems with active membranes are computationally complete, that is, any recursively enumerable set of vectors of natural numbers (in particular, each recursively enumerable set of natural numbers) can be generated by such a system [6]. Hence, they are equivalent in power to deterministic Turing machines.

What about the computational efficiency of P systems with active membranes? The key is certainly in the use of division rules, as we can deduce from the so-called Milano theorem [13]: A deterministic P system with active membranes but without membrane division can be simulated by a deterministic Turing machine with a polynomial slowdown.

However, P systems with active membranes which make use of division rules have the ability to provide efficient solutions to computationally hard problems, by making use of an exponential workspace created in a polynomial time. Specifically, NP-complete problems can be solved in polynomial time by families of P systems with active membranes, without dissolution rules and which use division rules only for elementary membranes [6]. Moreover, the class of decision problems which can be solved by families of P systems with active membranes with dissolution rules and which use division for elementary and non-elementary membranes is equal to PSPACE [8]. Consequently, the usual framework of P systems with active membranes and electrical polarizations for solving decision problems seems to be too powerful from the computational complexity point of view.

With respect to the computational efficiency, in the classical framework of P system with active membranes, dissolution rules play an “innocent” role as well as
division for non-elementary membranes. However, if electrical charges are removed then these kind of rules come to play a relevant role. Specifically, P systems with active membranes and without electrical charges were initially studied in [1, 2] by replacing electrical charges by the ability to change the label of the membranes. In this paper, polarizationless P systems with active membranes where labels of membranes keep unchanged by the application of rules, are considered. In this new framework, if dissolution rules are forbidden then only problems in class P can be solved in an efficient way, even in the case that division for non-elementary membranes are permitted [5]. Is the class of polarizationless P systems with active membranes, with dissolution but using only division rules for elementary membranes computationally efficient? If \( P \neq NP \), which is at all expected, then it is an open question, so-called Păun's conjecture.

In the seminal paper where P systems with active membranes were introduced, Gh. Păun says that "working with non-cooperative rules is natural from a mathematical point of view but from a biochemical point of view this is not only non-necessary, but also non-realistic: most of the chemical reactions involve two or more than two chemical compounds (and also produce two or more than two compounds)". In this context, a restricted cooperation has been considered in the classical framework of polarizationless P systems with active membranes. Specifically, minimal cooperation (the left-hand side and the right-hand side of any rules have, at most, two objects) in object evolution rules, has been previously studied from a computational complexity point of view. A polynomial-time solution to the SAT problem by means of families of polarizationless P systems with active membranes, with minimal cooperation in object evolution rules, has been provided [9]. Recently, this result has been improved by considering minimal cooperation in object evolution rules with and additional restriction: the right-hand side of any rules has only one object (called minimal cooperation and minimal production) [11]. A relevant fact in these results is the following: dissolution rules and division rules for non-elementary membranes are not necessary to reach the computational efficiency.

In this paper the role of minimal cooperation and minimal production in communication rules instead of object evolution rules, is studied from a complexity point of view. Specifically, by using families of membrane systems which use these syntactical ingredients, a polynomial-time solution to the SAT problem is provided but allowing division rules for non-elementary membranes.

The paper is structured as follows. First, some basic notions are recalled and the terminology and notation to be used in the paper is presented. Then, Section 3 introduces the model that will be investigated in this paper: polarizationless P systems with active membranes, with minimal cooperation and minimal production in their communication rules. Section 4 contains the main result of this paper, showing that these systems are capable of solving an NP-complete problem in an efficient way. Finally, the paper concludes with some final remarks and ideas for future work.
2 Preliminaries

An alphabet $\Gamma$ is a non-empty set and their elements are called symbols. A string $u$ over $\Gamma$ is an ordered finite sequence of symbols, that is, a mapping from a natural number $n \in \mathbb{N}$ onto $\Gamma$. The number $n$ is called the length of the string $u$ and it is denoted by $|u|$. The empty string (with length 0) is denoted by $\lambda$. The set of all strings over an alphabet $\Gamma$ is denoted by $\Gamma^*$. A language over $\Gamma$ is a subset of $\Gamma^*$.

A multiset over an alphabet $\Gamma$ is an ordered pair $(\Gamma,f)$ where $f$ is a mapping from $\Gamma$ onto the set of natural numbers $\mathbb{N}$. The support of a multiset $m = (\Gamma,f)$ is defined as $\text{supp}(m) = \{x \in \Gamma | f(x) > 0\}$. A multiset is finite (respectively, empty) if its support is a finite (respectively, empty) set. We denote by $\emptyset$ the empty multiset. Let $m_1 = (\Gamma,f_1)$, $m_2 = (\Gamma,f_2)$ be multisets over $\Gamma$, then the union of $m_1$ and $m_2$, denoted by $m_1 + m_2$, is the multiset $(\Gamma,g)$, where $g(x) = f_1(x) + f_2(x)$ for each $x \in \Gamma$. We denote by $\mathcal{M}_f(\Gamma)$ the set of all multisets over $\Gamma$.

2.1 Graphs and trees

Let us recall some notions related with graph theory (see [3] for details). An undirected graph is an ordered pair $(V,E)$ where $V$ is a set whose elements are called nodes or vertices and $E = \{\{x,y\} | x \in V, y \in V, x \neq y\}$ whose elements are called edges. A path of length $k \geq 1$ from a node $u$ to a node $v$ in a graph $(V,E)$ is a finite sequence $(x_0,x_1,\ldots,x_k)$ of nodes such that $x_0 = u$, $x_k = v$ and $\{x_i,x_{i+1}\} \in E$. If $k \geq 2$ and $x_0 = x_k$ then we say that the path is a cycle of the graph. A graph with no cycle is said to be acyclic. An undirected graph is connected if there exist paths between every pair of nodes.

A rooted tree is a a connected, acyclic, undirected graph in which one of the vertices (called the root of the tree) is distinguished from the others. Given a node $x$ (different from the root), if the last edge on the (unique) path from the root of the tree to the node $x$ is $\{x,y\}$ (in this case, $x \neq y$), then $y$ is the parent of node $x$ and $x$ is a child of node $y$. The root is the only node in the tree with no parent. A node with no children is called a leaf.

2.2 The Cantor pairing function

The Cantor pairing function encodes pairs of natural numbers by single natural numbers, and it is defined as follows: for each $n,p \in \mathbb{N}$

$$\langle n,p \rangle = \frac{(n+p)(n+p+1)}{2} + n$$

The Cantor pairing function is a primitive recursive function and bijective from $\mathbb{N} \times \mathbb{N}$ onto $\mathbb{N}$. Then, for each $t \in \mathbb{N}$ there exist unique natural numbers $n,p \in \mathbb{N}$ such that $t = \langle n,p \rangle$. 
2.3 Decision problems and languages

A decision problem $X$ is an ordered pair $(I_X, \theta_X)$, where $I_X$ is a language over a finite alphabet $\Sigma_X$ and $\theta_X$ is a total Boolean function over $I_X$. The elements of $I_X$ are called instances of the problem $X$. Each decision problem $X$ has associated a language $L_X$ over the alphabet $\Sigma_X$ as follows: $L_X = \{ u \in \Sigma_X^* \mid \theta_X(u) = 1 \}$. Conversely, every language $L$ over an alphabet $\Sigma$ has associated a decision problem $X_L$ as follows: $I_{X_L} = \Sigma^*$ and $\theta_{X_L}(u) = 1$ if and only if $u \in L$. Therefore, given a decision problem $X$ we have $X_{L_X} = X$, and given a language $L$ over an alphabet $\Sigma$ we have $L_{X_L} = L$. Then, solving a decision problem can be expressed equivalently as the task of recognizing the language associated with it.

2.4 Recognizer membrane systems

Recognizer membrane systems were introduced in [7] and they provide a natural framework to solve decision problems. This kind of systems are characterized by the following features: (a) the working alphabet $\Gamma$ has two distinguished objects yes and no; (b) there exists an input membrane and an input alphabet $\Sigma$ strictly contained in $\Gamma$; (c) the initial contents of the membranes are multisets over $\Gamma \setminus \Sigma$; (d) all computations halt; and (e) for each computation, either object yes or object no (but not both) must have been released into the environment, and only at the last step of the computation.

Given a recognizer membrane system, $\Pi$, for each multiset $m$ over the input alphabet $\Sigma$ we denote by $\Pi + m$ the membrane system $\Pi$ with input multiset $m$, that is in the initial configuration of that system, the multiset $m$ is added to the initial content of the input membrane. Thus, in a recognizer membrane system, $\Pi$, there exists an initial configuration associated with each multiset $m \in M_f(\Sigma)$.

3 Minimal cooperation and minimal production in communication rules

**Definition 1.** A polarizationless $P$ system with active membranes, with simple object evolution rules, without dissolution, with division rules for elementary and non-elementary membranes, and which makes use of minimal cooperation and minimal production in send-out communication rules, is a tuple

$$\Pi = (\Gamma, \Sigma, H, \mu, M_1, \ldots, M_q, R, i_{in}, i_{out})$$

where:

- $\Gamma$ is a finite alphabet whose elements are called objects and contains two distinguished objects yes and no.
- $\Sigma \subseteq \Gamma$ is the input alphabet.
• \( H \) is a finite alphabet such that \( H \cap \Gamma = \emptyset \) whose elements are called labels.
• \( q \geq 1 \) is the degree of the system.
• \( \mu \) is a labelled rooted tree (called membrane structure) consisting of \( q \) nodes
  injectively labelled by elements of \( H \) (the root of \( \mu \) is labelled by \( r_\mu \)).
• \( M_1, \ldots, M_q \) are multisets over \( \Gamma \setminus \Sigma \).
• \( \mathcal{R} \) is a finite set of rules, of the following forms:
  (a0) \( [a \rightarrow b]_h \), where \( h \in H, a, b \in \Gamma, u \in M_f(\Gamma) \) (simple object evolution
  rules).
  (b0) \( a \mid \ ]_h \rightarrow [b]_h \), where \( h \in H \setminus \{r_\mu\}, a, b, c \in \Gamma \) (send–in
  communication rules).
  (c0) \( [a b]_h \rightarrow c \mid ]_h \), where \( h \in H, a, b \in \Gamma \) (send–out communication
  rules with minimal cooperation and minimal production).
  (d0) \( [a]_h \rightarrow b \), where \( h \in H \setminus \{i_{\text{out}}, r_\mu\}, a, b \in \Gamma \) (dissolution
  rules).
  (e0) \( [a]_h \rightarrow [b]_h \mid [c]_h \), where \( h \in H \setminus \{i_{\text{out}}, r_\mu\}, a, b, c \in \Gamma \)
  and \( h \) is the label of an elementary membrane \( \mu \) (division rules for elementary
  membranes).
  (f0) \( [[b_1][b_2]_h]_0 \rightarrow [[b_1]_h]_0 \mid [[b_2]_h]_0 \), where \( h_0, h_1, h_2 \in H \) and
  \( h_0 \neq r_\mu \) (division rules for non-elementary membranes).
• \( i_{\text{in}} \in H, i_{\text{out}} \in H \cup \{\text{env}\} \) (if \( i_{\text{out}} \in H \) then \( i_{\text{out}} \) is the label of a leaf
  of \( \mu \)).

In a similar way is defined the concept of “polarizationless P system with active
membranes, with simple object evolution rules, without dissolution, with division
rules for elementary and non-elementary membranes, and which makes use of
minimal cooperation and minimal production in send–in communication
rules”.
The only difference concerns rules of type \((b_0)\) and \((c_0)\). In this case are, respectively:

  (b0) \( a b \mid ]_h \rightarrow [c]_h \) for \( h \in H \setminus \{r_\mu\}, a, b \in \Gamma \) (send–in
  communication rules with minimal cooperation and minimal production).
  (c0) \( [a]_h \rightarrow b \mid ]_h \) for \( h \in H, a, b, c \in \Gamma \) (send–out communication rules).

The semantics of this kind of P systems follows the usual principles of P systems
with active membranes [6].
We denote by \( \mathcal{DAM}^0(+e_s, mcmp_{\text{out}}, -d, +n) \) (respectively,
\( \mathcal{DAM}^0(+e_s, mcmp_{\text{in}}, -d, +n) \)) the class of all recognizer polarizationless P
system with active membranes, with simple object evolution rules, without
dissolution, with division rules for elementary and non-elementary membranes,
which make use of minimal cooperation and minimal production in send-out
(respectively, send-in) communication rules.

4 Solving \( \text{SAT} \) in \( \mathcal{DAM}^0(+e_s, mcmp_{\text{out}}, -d, +n) \)

In this section, a polynomial-time solution to \( \text{SAT} \) problem, is explicitly given in
the framework of recognizer polarizationless P systems with active membranes.
with simple object evolution rules, without dissolution and with division rules for elementary and non-elementary membranes which make use of minimal cooperation and minimal production in send-in communication rules. For that, a family $\mathbf{H} = \{ H(t) \mid t \in \mathbb{N} \}$ of recognizer P systems from $\mathcal{DAM}^0(+e_s, mcmp_{out}, -d, +n)$ will be presented.

4.1 Description of a solution to SAT problem in $\mathcal{DAM}^0(+e_s, mcmp_{out}, -d, +n)$

For each $n, p \in \mathbb{N}$, we consider the recognizer P system

$$H(\langle n, p \rangle) = (\Gamma, \Sigma, H, \mu, \mathcal{M}_0, \mathcal{M}_1, \mathcal{M}_2, \mathcal{R}, i_{in}, i_{out})$$

from $\mathcal{DAM}^0(+e_s, mcmp_{out}, -d, +n)$, defined as follows:

1. Working alphabet:
   $$\Gamma = \Sigma \cup \{ \text{yes, no, #} \} \cup \{ \alpha_k \mid 1 \leq i \leq n, 1 \leq k \leq 2i - 1 \} \cup \{ \beta_k \mid 0 \leq k \leq 4np + n + 2p + 1 \} \cup \{ \gamma_k \mid 0 \leq k \leq 4np + n \} \cup \{ t_{i,k}, f_{i,k} \mid 1 \leq i \leq n, 1 \leq k \leq 2n + 2p - 1 \} \cup \{ T_i, F_i \mid 1 \leq i \leq n \} \cup \{ c_j \mid 1 \leq j \leq p \} \cup \{ d_j \mid 1 \leq j \leq p \} \cup \{ x_{i,j,k}, x_{i,j,k}^* \mid 1 \leq i \leq n, 1 \leq j \leq p, 1 \leq k \leq n + 2np + n(j - 1) + (i - 1) \}$$

   where the input alphabet is $\Sigma = \{ x_{i,j,0}, x_{i,j,0}^*, x_{i,j,0}^+ \mid 1 \leq i \leq n, 1 \leq j \leq p \}$;

2. $H = \{ 0, 1, 2 \}$;

3. Membrane structure: $\mu = [ [ ] \{ ] 2 \mid 1 \} 0$, that is, $\mu = (V, E)$ where $V = \{ 0, 1, 2 \}$ and $E = \{ (0, 1)(1, 2) \}$

4. Initial multisets: $\mathcal{M}_0 = \{ \alpha_0, \beta_0 \}, \mathcal{M}_1 = \emptyset, \mathcal{M}_2 = \{ \gamma_0 \} \cup \{ a_{i,1}, T_i, F_i \mid 1 \leq i \leq n \}$.

5. The set of rules $\mathcal{R}$ consists of the following rules:

5.1 Counters for synchronize the answer of the system.

   $$[ \alpha_k \rightarrow \alpha_{k+1} ]_0, \text{ for } 0 \leq k \leq 4np + n + 2p - 1$$

   $$[ \beta_k \rightarrow \beta_{k+1} ]_0, \text{ for } 0 \leq k \leq 4np + n + 2p$$

   $$[ \gamma_k \rightarrow \gamma_{k+1} ]_2, \text{ for } 0 \leq k \leq 4np + n - 1$$

5.2 Rules to generate $2^n$ membranes labelled by $1$ and $2^n$ membranes labelled by $2$ (these encoding all possible truth assignment of $n$ variables of the input formula).

   $$[ a_{i,2i-1} ]_2 \rightarrow [ t_{i,i} ]_2 [ f_{i,i} ]_2, \text{ for } 1 \leq i \leq n$$

   $$[ a_{i,j} \rightarrow a_{i,j+1} ]_2, \text{ for } 2 \leq i \leq n, 1 \leq j \leq 2i - 2$$

   $$[ [ ] 2 [ ] 2 ]_1 \rightarrow [ [ ] 2 ]_1 [ [ ] 2 ]_1$$

   $$[ t_{i,j} \rightarrow t_{i,j+1} ]_2$$

   $$[ f_{i,j} \rightarrow f_{i,j+1} ]_2$$

   for $1 \leq i \leq n, i \leq j \leq 2n - 1$.
5.3 Rules to produce exactly $p$ copies of each truth assignment encoded by membranes labelled by 2.

$$
\begin{align*}
[t_{i,2jn} F_i]_2 &\rightarrow t_{i,2jn+1} [ ]_2 \\
[f_{i,2jn} T_i]_2 &\rightarrow f_{i,2jn+1} [ ]_2 \\
t_{i,(2j+1)n} [ ]_2 &\rightarrow [t_{i,(2j+1)n+1} ]_2 \\
f_{i,(2j+1)n} [ ]_2 &\rightarrow [ f_{i,(2j+1)n+1} ]_2 \\
[t_{i,2np} F_i]_2 &\rightarrow \# [ ]_2 \\
f_{i,2np} T_i]_2 &\rightarrow \# [ ]_2 , \text{ for } 1 \leq i \leq n \\
[t_{i,(2j+1)n+k} &\rightarrow t_{i,(2j+1)n+k+1} ]_2 \\
f_{i,(2j+1)n+k} [ ]_2 &\rightarrow [ f_{i,(2j+1)n+k+1} ]_2 , \text{ for } 1 \leq i \leq n, 1 \leq j \leq p, 1 \leq k \leq n-1 \\
[t_{i,2jn+k} &\rightarrow t_{i,2jn+k+1} ]_1 \\
f_{i,2jn+k} [ ]_1 &\rightarrow [ f_{i,2jn+k+1} ]_1
\end{align*}
$$

5.4 Rules to prepare the input formula for check clauses:

$$
\begin{align*}
[x_{i,j,k} &\rightarrow x_{i,j,k+1} ]_2 , \text{ for } 1 \leq i \leq n, 0 \leq k \leq 2np+n+n(j-1)+(i-1)-1 \\
[x_{i,j,k} &\rightarrow x_{i,j,k+1} ]_2 , \text{ for } 1 \leq j \leq p, 0 \leq k \leq 2np+n+n(j-1)+(i-1)-1
\end{align*}
$$

5.5 Rules implementing the first checking stage.

$$
\begin{align*}
[T_i x_{i,j,2np+n+n(j-1)+(i-1)} &\rightarrow c_{j,0} [ ]_2 \\
[T_i x_{i,j,2np+n+n(j-1)+(i-1)} &\rightarrow \# [ ]_2 \\
[T_i x_{i,j,2np+n+n(j-1)+(i-1)} &\rightarrow \# [ ]_2 , \text{ for } 1 \leq i \leq n, 1 \leq j \leq p \\
[F_i x_{i,j,2np+n+n(j-1)+(i-1)} &\rightarrow c_{j,0} [ ]_2 \\
[F_i x_{i,j,2np+n+n(j-1)+(i-1)} &\rightarrow \# [ ]_2
\end{align*}
$$

5.6 Rules implementing the second checking stage.

$$
\begin{align*}
[c_{j,k} &\rightarrow c_{j,k+1} ]_1 , \text{ for } 1 \leq j \leq p, 0 \leq k \leq np-2 \\
c_{j,np-1} [ ]_2 &\rightarrow [c_{j,2} , \text{ for } 1 \leq j \leq p \\
[\gamma_{4np+n} c_{j,2} &\rightarrow d_{j}[ ]_2 \\
[d_{j} c_{j+1} &\rightarrow d_{j+1} [ ]_2 , \text{ for } 1 \leq j \leq p-1 \\
d_{j} [ ]_2 &\rightarrow [ d_{j} ]_2
\end{align*}
$$

5.7 Rules to provide the correct answer of the system.

$$
\begin{align*}
[d_p]_1 &\rightarrow d_p[ ]_1 \\
[\alpha_{4np+n+2p} d_p]_0 &\rightarrow \text{yes [ } ]_0 \\
[\alpha_{4np+n+2p} \beta_{4np+n+2p}]_0 &\rightarrow \text{no [ } ]_0
\end{align*}
$$

(6) the input membrane is the membrane labelled by 2 ($i_{in} = 2$) and the output region is the environment ($i_{out} = env$).

5 A formal verification

Let $\varphi = C_1 \wedge \ldots \wedge C_p$ an instance of SAT problem consisting of $p$ clauses $C_j = l_{j,1} \vee \ldots \vee l_{j,r_j}$, $1 \leq j \leq p$, where $\text{Var} (\varphi) = \{x_1, \ldots, x_n\}$, and $l_{j,k} \in$
\{x_i, \neg x_i | 1 \leq i \leq n\}, 1 \leq j \leq p, 1 \leq k \leq r_j$. Let us assume that the number of variables, $n$, and the number of clauses, $p$, of $\varphi$, are greater or equal to 2.

We consider the polynomial encoding $(\text{cod}, s)$ from $\text{SAT}$ in $\Pi$ defined as follows: For each $\varphi \in I_{\text{SAT}}$ with $n$ variables and $p$ clauses, $s(\varphi) = (n, p)$ and

$$\text{cod}(\varphi) = \{x_{i,j,0} | x_i \in C_j\} \cup \{\overline{x}_{i,j,0} | \overline{x}_i \in C_j\} \cup \{x_{i,j,0}^* | x_i \not\in C_j, \overline{x}_i \not\in C_j\}.$$  

For instance, the formula $\varphi = (x_1 + x_2 + x_3)(\overline{x}_2 + x_4)(\overline{x}_2 + x_3 + \overline{x}_4)$ is encoded as follows:

$$\text{cod}(\varphi) = \begin{pmatrix} x_{1,1,0} & x_{2,1,0} & x_{3,1,0} & x_{4,1,0} \\ x_{1,2,0} & \overline{x}_{2,2,0} & x_{3,2,0} & x_{4,2,0} \\ x_{1,3,0} & \overline{x}_{2,3,0} & x_{3,3,0} & \overline{x}_{4,3,0} \end{pmatrix}.$$  

That is, $j$-th row $(1 \leq j \leq p)$ represents the $j$-th clause $C_j$ of $\varphi$. We denote $(\text{cod}(\varphi)^p_j)$ the code of the clauses $C_1, \ldots, C_p$, that is, the expression containing from $j$-th row to $p$-th row. For instance,

$$\text{cod}(\varphi)^p_j = \begin{pmatrix} x_{1,2,0} & \overline{x}_{2,2,0} & x_{3,2,0} & x_{4,2,0} \\ x_{1,3,0} & \overline{x}_{2,3,0} & x_{3,3,0} & \overline{x}_{4,3,0} \end{pmatrix}.$$  

We denote $(\text{cod}_k(\varphi)^p_j)$ the code $\text{cod}(\varphi)^p_j$ when the third index of the variables equal 3. For instance: row to $p$-th row. For instance,

$$\text{cod}_3(\varphi)^p_j = \begin{pmatrix} x_{1,2,3} & \overline{x}_{2,2,3} & x_{3,2,3} & x_{4,2,3} \\ x_{1,3,3} & \overline{x}_{2,3,3} & x_{3,3,3} & \overline{x}_{4,3,3} \end{pmatrix}.$$  

We denote $(\text{cod}(\varphi)^p_j)$ the code $\text{cod}(\varphi)^p_j$ when the third index of the variables equal 3. For instance: row to $p$-th row. For instance,

$$\text{cod}_3(\varphi)^p_j = \begin{pmatrix} x_{1,2,3} & \overline{x}_{2,2,3} & x_{3,2,3} & x_{4,2,3} \\ x_{1,3,3} & \overline{x}_{2,3,3} & x_{3,3,3} & \overline{x}_{4,3,3} \end{pmatrix}.$$  

We denote $(\text{cod}(\varphi)^p_j)$ the code $\text{cod}(\varphi)^p_j$ when the third index does not exist. For instance: row to $p$-th row. For instance,

$$\text{cod}(\varphi)^p_j = \begin{pmatrix} x_{1,2} & \overline{x}_{2,2} & x_{3,2} & x_{4,2} \\ x_{1,3} & \overline{x}_{2,3} & x_{3,3} & \overline{x}_{4,3} \end{pmatrix}.$$  

The Boolean formula $\varphi$ will be processed by the system $\Pi(s(\varphi)) + \text{cod}(\varphi)$. Next, we informally describe how that system works.

The solution proposed follows a brute force algorithm in the framework of recognizer P systems with active membranes, minimal cooperation in object evolution rules and division rules only for elementary membranes, and it consists of the following stages:

- **Generation stage**: using separation rules, besides other rules that make a “simulation” of division rules, we get all truth assignments for the variables \{x_1, \ldots, x_n\} associated with $\varphi$ are produced. Specifically, $2^n$ membranes labelled by 1 and $2^n$ labelled by 2 are generated. Each of the former ones encodes a truth assignment. This stage takes exactly $n + 2np$ steps, being $n$ the number of variables of $\varphi$.  

• **First Checking stage**: checking whether or not each clause of the input formula \( \varphi \) is satisfied by the truth assignments generated in the previous stage, encoded by each membrane labelled by 2. This stage takes exactly \( np \) steps, being \( n \) the number of the variables and \( p \) the number of clauses of \( \varphi \).

• **Second Checking stage**: checking whether or not all clauses of the input formula \( \varphi \) are satisfied by some truth assignment encoded by a membrane labelled by 2. This stage takes exactly \( np + 2p \) steps, being \( n \) the number of variables and \( p \) the number of clauses of \( \varphi \).

• **Output stage**: the system sends to the environment the right answer according to the results of the previous stage. This stage takes 2 steps if the answer is yes and 3 steps if the answer is no.

### 5.1 Generation stage

Through this stage, all the different truth assignments for the variables associated with the Boolean formula \( \varphi \) will be generated within membranes labelled by 2, by the applications of rules from **5.2** and **5.3**. In the first \( 2n \) steps, \( 2^n \) membranes labelled by 1 and \( 2^n \) membranes labelled by 2, alternating between the division of membranes labelled by 2 (in odd steps) and the division of membranes labelled by 1 (in even steps).

**Proposition 1.** Let \( C = (C_0, C_1, \ldots, C_q) \) be a computation of the system \( \Pi(s(\varphi)) \) with input multiset \( \text{cod}(\varphi) \).

\( (a_0) \) For each \( 2k \) \((0 \leq k \leq n - 1) \) at configuration \( C_{2k} \) we have the following:
- \( C_{2k}(0) = \{\alpha_{2k}, \beta_{2k}\} \)
- There are \( 2^k \) empty membranes labelled by 1.
- There are \( 2^k \) membranes labelled by 2 such that each of them contains
  * the input multiset \( \text{cod}_{2k}(\varphi) \);
  * an object \( \gamma_{2k} \); and
  * \( p \) copies of every \( T_i \) and \( F_i \), \( 1 \leq i \leq n \).
  * objects \( a_{i,2k+1}, k + 1 \leq i \leq n \); and
  * a different subset \( \{r_{1,j}, \ldots, r_{k,j}\} \), \( k + 1 \leq j \leq 2k \), being \( r \in \{t, f\} \).

\( (a_1) \) For each \( 2k+1 \) \((0 \leq j \leq n - 1) \) at configuration \( C_{2k+1} \) we have the following:
- \( C_{2k+1}(0) = \{\alpha_{2k+1}, \beta_{2k+1}\} \)
- There are \( 2^k \) empty membranes labelled by 1.
- There are \( 2^{k+1} \) membranes labelled by 2 such that each of them contains
  * the input multiset \( \text{cod}_{2k+1}(\varphi) \);
  * an object \( \gamma_{2k+1} \); and
  * \( p \) copies of every \( T_i \) and \( F_i \), \( 1 \leq i \leq n \).
  * objects \( a_{i,2(k+1)}, k + 1 \leq i \leq n \); and
  * a different subset \( \{r_{1,j}, \ldots, r_{k+1,j}\} \), \( k + 1 \leq j \leq 2k + 1 \), being \( r \in \{t, f\} \).

\( (b) \) \( C_{2n}(0) = \{\alpha_{2n}, \beta_{2n}\} \), and in \( C_{2n} \) there are \( 2^n \) empty membranes labelled by 1; and \( 2^n \) membranes labelled by 2, such that each of them contains the input multiset \( \text{cod}_{2n}(\varphi) \), \( p \) copies of every \( T_i \) and \( F_i \) \((1 \leq i \leq n)\), an object \( \gamma_{2n} \) and a different subset of objects \( r_{i,2n+1-i}, 1 \leq i \leq n \).
Proof. \( a \) is going to be demonstrated by induction on \( k \):
- The base case \( k = 0 \) is trivial because:
  \( a_0 \) at the initial configuration \( C_0 \) we have: \( C_0(0) = \{ \alpha_0, \beta_0 \} \) and there exists a single empty membrane labelled by 1, and a single membrane labelled by 2 containing the input multiset \( \text{cod}(\varphi) \), an object \( \gamma_0 \), \( p \) copies of \( T_i \) and \( F_i \), being \( 1 \leq i \leq n \), the objects \( a_{1,1}, \ldots, a_{n,1} \). Then, configuration \( C_0 \) yields configuration \( C_1 \) by applying the rules:
  \[
  \begin{align*}
    [a_{1,1} \to [t_{1,1} \to f_{1,1} \to \alpha_1]_0, \\
    [a_{i,1} \to a_{i,2} \to \alpha_1]_0, & \text{ for } k + 1 \leq i \leq n \\
    [a_0 \to \alpha_1]_0, \\
    [\beta_0 \to \beta_1]_0, \\
    [\gamma_0 \to \gamma_1] \to 2 \\
    [x_{i,j,0} \to x_{i,j,1} \to \alpha_1]_0, \\
    [x_{i,j,0} \to x_{i,j,1} \to \beta_1]_0, \\
    [x_{i,j,0} \to x_{i,j,1} \to \gamma_1]_0 \\
  \end{align*}
  \]
  \( a_{1} \) at \( C_1 \) we have \( C_1(0) = \{ \alpha_1, \beta_1 \} \) and there exists a single empty membrane labelled by 1, and two membranes labelled by 2 containing the input multiset \( \text{cod}_1(\varphi) \), an object \( \gamma_1 \), \( p \) copies of \( T_i \) and \( F_i \), being \( 1 \leq i \leq n \), the objects \( a_{2,2}, \ldots, a_{n,2} \) and one with the object \( t_{1,1} \) and the other one with the object \( f_{1,1} \). Then, the configuration \( C_1 \) yields configuration \( C_2 \) by applying the rules:
  \[
  \begin{align*}
    [t_{1,1} \to t_{1,2} \to 2, \\
    [f_{1,1} \to f_{1,2} \to 2, \\
    [a_{i,2} \to a_{i,3} \to 2, & \text{ for } 2 \leq i \leq n \\
    [a_1 \to \alpha_2]_0, \\
    [\beta_1 \to \beta_2]_0, \\
    [\gamma_1 \to \gamma_2]_0, \\
    [x_{i,j,1} \to x_{i,j,2} \to \alpha_2]_0, \\
    [x_{i,j,1} \to x_{i,j,2} \to \beta_2]_0, \\
    [x_{i,j,1} \to x_{i,j,2} \to \gamma_2]_0 \\
  \end{align*}
  \]
  Thus, \( C_2(0) = \{ \alpha_2, \beta_2 \}, \) and there exist two empty membranes labelled by 1; and two membranes labelled by 2 containing the input multiset \( \text{cod}_2(\varphi) \), an object \( \gamma_2 \), \( p \) copies of \( T_i \) and \( F_i \), being \( 1 \leq i \leq n \), the objects \( a_{2,3}, \ldots, a_{n,3} \) and one with the object \( t_{1,2} \) and the other one with the object \( f_{1,2} \). Hence, the result holds for \( k = 1 \).

- Supposing, by induction, result is true for \( k \) \((0 \leq k \leq n - 1)\)
  - \( C_{2k}(0) = \{ \alpha_{2k}, \beta_{2k} \} \)
  - In \( C_{2k} \) there are \( 2^k \) empty membranes labelled by 1.
  - In \( C_{2k} \) there are \( 2^k \) membranes labelled by 2 such that each of them contains
    * the input multiset \( \text{cod}_{2k}(\varphi) \);  
    * an object \( \gamma_{2k} \);  
    * \( p \) copies of \( T_i \) and \( F_i \), \( 1 \leq i \leq n \);  
    * objects \( a_{i,2k+1}, k + 1 \leq i \leq n \); and
** a different subset \( \{r_1,j, \ldots, r_{k,j}\} \), \( k + 1 \leq j \leq 2k \), being \( r \in \{t, f\} \).

Then, configuration \( C_{2k} \) yields configuration \( C_{2k+1} \) by applying the rules:

\[
\begin{align*}
[ a_{k,2k+1} ]_2 & \mapsto [ t_{k,k} ]_2 [ f_{k,k} ]_2 \\
[ a_{i,2k+1} ]_2 & \mapsto [ f_{i,2k+1} ]_2 \text{, for } k + 1 \leq i \leq n \\
[ t_{i,j} ]_2 & \mapsto [ t_{i,j+1} ]_2 \text{ for } 1 \leq i \leq k - 1, k + 1 \leq j \leq 2k \\
[ f_{i,j} ]_2 & \mapsto [ f_{i,j+1} ]_2 \text{ for } 1 \leq i \leq k - 1, k + 1 \leq j \leq 2k \\
[ \alpha_{2k} ]_0 & \mapsto [ \alpha_{2k+1} ]_0 \\
[ \beta_{2k} ]_0 & \mapsto [ \beta_{2k+1} ]_0 \\
[ \gamma_{2k} ]_2 & \mapsto [ \gamma_{2k+1} ]_2 \text{ for } 1 \leq i \leq n, 1 \leq j \leq p \\
[ x_{i,j,2k} ]_2 & \mapsto [ x_{i,j,2k+1} ]_2 \\
[ \pi_{i,j,1} ]_2 & \mapsto [ \pi_{i,j,2k+1} ]_2 \\
[ x_{i,j,2k+1} ]_2 & \mapsto [ x_{i,j,2k+2} ]_2 \text{ for } 1 \leq i \leq n, 1 \leq j \leq p \\
\end{align*}
\]

Therefore, the following holds:

- \( C_{2k+1}(0) = \{ \alpha_{2k+1}, \beta_{2k+1} \} \)
- In \( C_{2k+1} \) there are \( 2^k \) empty membranes labelled by \( 1 \).
- In \( C_{2k+1} \) there are \( 2^{k+1} \) membranes labelled by \( 2 \) such that each of them contains
  * the input multiset \( cod_{2k+1}(\varphi) \);
  * an object \( \gamma_{2k+1} \);
  * \( p \) copies of \( T_i \) and \( F_i \), \( 1 \leq i \leq n \);
  * objects \( a_{i,2(k+1)} \), \( k + 1 \leq i \leq n \); and
  * a different subset \( \{r_1,j, \ldots, r_{k+1,j}\} \), \( k + 1 \leq j \leq 2(k + 1) \), being \( r \in \{t, f\} \).

Then, configuration \( C_{2k+1} \) yields configuration \( C_{2k+1}(1) \) by applying the rules:

\[
\begin{align*}
[ t_{i,j} ]_2 & \mapsto [ t_{i,j+1} ]_2 \text{ for } 1 \leq i \leq k + 1, k + 1 \leq j \leq 2k + 1 \\
[ f_{i,j} ]_2 & \mapsto [ f_{i,j+1} ]_2 \\
[ \pi_{i,j,1} ]_2 & \mapsto [ \pi_{i,j,2k+1} ]_2 \text{, for } k + 1 \leq i \leq n \\
[ \alpha_{2k+1} ]_0 & \mapsto [ \alpha_{2k+1} ]_0 \\
[ \beta_{2k+1} ]_0 & \mapsto [ \beta_{2k+1} ]_0 \\
[ \gamma_{2k+1} ]_2 & \mapsto [ \gamma_{2k+1} ]_2 \\
[ x_{i,j,2k+1} ]_2 & \mapsto [ x_{i,j,2k+2} ]_2 \\
[ \pi_{i,j,2k+1} ]_2 & \mapsto [ \pi_{i,j,2k+2} ]_2 \\
[ x_{i,j,2k+1} ]_2 & \mapsto [ x_{i,j,2k+2} ]_2 \text{ for } 1 \leq i \leq n, 1 \leq j \leq p \\
\end{align*}
\]

Therefore, the following holds:

- \( C_{2k+1}(1) = \{ \alpha_{2k+1}, \beta_{2k+1} \} \)
- In \( C_{2k+1} \) there are \( 2^{k+1} \) empty membranes labelled by \( 1 \).
- In \( C_{2k+1} \) there are \( 2^{k+1} \) membranes labelled by \( 2 \) such that each of them contains
  * the input multiset \( cod_{2k+1}(\varphi) \);
  * an object \( \gamma_{2(k+1)} \);
  * \( p \) copies of \( T_i \) and \( F_i \), \( 1 \leq i \leq n \);
  * objects \( a_{i,2(k+1)+1} \), \( k + 1 \leq i \leq n \); and
  * a different subset \( \{r_1,j, \ldots, r_{k+1,j}\} \), \( k + 1 \leq j \leq 2(k + 1) + 1 \).
Hence, the result holds for \( k + 1 \).

- In order to prove (b) it is enough to notice that, on the one hand, from (a) configuration \( C_{2n-1} \) holds:
  - \( C_{2n-1}(0) = \{ \alpha_{2n-1}, \beta_{2n-1} \} \)
  - In \( C_{2n-1} \) there are \( 2^{n-1} \) empty membranes labelled by 1.
  - In \( C_{2n-1} \) there are \( 2^n \) membranes labelled by 2 such that each of them contains
    * the input multiset \( \text{cod}_{2n-1} p(\varphi) \);
    * an object \( \gamma_{2n-1} \);
    * \( p \) copies of \( T_i \) and \( F_i \), \( 1 \leq i \leq n \); and
    * a different subset of objects \( r_i, 2n-i \), \( 1 \leq i \leq n \).

Then, configuration \( C_{2n-1} \) yields \( C_{2n} \) by applying the rules:

\[
\begin{align*}
&\{ t_{i,2n-i} \rightarrow t_{i,2n+1-i}, 2 \} \quad \text{for } 1 \leq i \leq n \\
&\{ f_{i,2n-i} \rightarrow f_{i,2n+1-i}, 2 \} \quad \text{for } 1 \leq i \leq n \\
&\{ \alpha_{2n-1} \rightarrow \alpha_{2n}, 0 \} \\
&\{ \beta_{2n-1} \rightarrow \beta_{2n}, 0 \} \\
&\{ \gamma_{2n-1} \rightarrow \gamma_{2n}, 2 \} \\
&\{ x_{i,j,2n-1} \rightarrow x_{i,j,2n}, 2 \} \quad \text{for } 1 \leq i \leq n, 1 \leq j \leq p \\
&\{ x^*_{i,j,2n-1} \rightarrow x^*_{i,j,2n}, 2 \} \quad \text{for } 1 \leq i \leq n, 1 \leq j \leq p
\end{align*}
\]

Then, we have \( C_{2n}(0) = \{ \alpha_{2n}, \beta_{2n} \} \), and there exist \( 2^n \) empty membranes labelled by 1; and \( 2^n \) membranes labelled by 2 containing the input multiset \( \text{cod}_{2n}(\varphi) \), an object \( \gamma_{2n} \), \( p \) copies of \( T_i \) and \( F_i \), \( 1 \leq i \leq n \) and a different multiset of objects \( r_i, 2n+1-i \), \( 1 \leq i \leq n \).

\[\Box\]

When the tree structure is created, we start assigning a truth assignment to each branch. It is executed in the next \( 2np-n \) steps. The last \( n \) steps are different from the previous ones, so they deserve another proposition of the following one.

**Proposition 2.** Let \( \mathcal{C} = (C_0, C_1, \ldots, C_q) \) be a computation of the system \( \Pi(s(\varphi)) \) with input multiset \( \text{cod}(\varphi) \).

1. For each \( k \) \((1 \leq k \leq n)\) and \( l \) \((0 \leq l \leq p-1)\) at configuration \( C_{2n+2ln+k} \) we have the following:
   - \( C_{2n+2n+k}(0) = \{ \alpha_{2n+2n+k}, \beta_{2n+2n+k} \} \)
   - There are \( 2^n \) membranes labelled by 1 such that each of them contains a different subset of objects \( r_{i,2n+2n+k-i}, 1 \leq i \leq k \), being \( r \in \{ t, f \} \).
   - There are \( 2^n \) membranes labelled by 2 such that each of them contains
     * the input multiset \( \text{cod}_{2n+2n+k}(\varphi) \);
     * an object \( \gamma_{2n+2n+k} \);
     * \( p \) copies of every \( T_i \) and \( F_i \), \( 1 \leq i \leq n \) if the truth assignment associated to the branch contains its corresponding \( t_i \) or \( f_i \) object; otherwise, there are \( p-l \) copies if \( k+1 \leq i \leq n \), \( p-l-1 \) otherwise; and


(a) For each \( k \) (\( 1 \leq k \leq n \)) and \( l \) (\( 0 \leq l \leq p - 1 \)) at configuration \( C_{3n+2l+n+k} \) we have the following:

- \( C_{2n+2l+n+k}(0) = \{ \alpha_{2n+2l+n+k}, \beta_{2n+2l+n+k} \} \)
- There are \( 2^n \) membranes labelled by 1 such that each of them contains a different subset of objects \( r_{1,3n+ln+k-i+1} \), \( k + 1 \leq i \leq n \), being \( r \in \{ t, f \} \).
- There are \( 2^n \) membranes labelled by 2 such that each of them contains
  * the input multiset \( cod_{3n+2l+n+k}(\varphi) \);
  * an object \( \gamma_{3n+2l+n+k} \);
  * \( p \) copies of every \( T_i \) and \( F_i, 1 \leq i \leq n \) if the truth assignment associated to the branch contains its corresponding \( t_i \) or \( f_i \) object, and \( p-l \) copies otherwise; and

(b) \( C_{2np}(0) = \{ \alpha_{2np}, \beta_{2np} \} \), and in \( C_{2np} \) there are \( 2^n \) empty membranes labelled by 1; and \( 2^n \) membranes labelled by 2 such that each of them contains the input multiset \( cod_{2np}(\varphi) \), an object \( \gamma_{2np} \), \( p \) copies of every \( T_i \) and \( F_i, 1 \leq i \leq n \) if the truth assignment associated to the branch contains its corresponding \( t_i \) or \( f_i \) object, and 1 object otherwise and objects \( r_{1,2np-i+1}, 1 \leq i \leq n \), being \( r \in \{ t, f \} \), that is, the truth assignment associated with the branch.

Proof. (a) is going to be demonstrated by induction on \( l \)

- The base case \( l = 0 \) is going to be demonstrated by induction on \( k \)

(a_0) The base case \( k = 1 \) is trivial because:

- at configuration \( C_{2n} \) we have: \( C_{2n}(0) = \{ \alpha_{2n}, \beta_{2n} \} \) and there exist \( 2^n \) empty membranes labelled by 1 containing ; and \( 2^n \) membranes labelled by 2 containing the input multiset \( cod_{2n}(\varphi) \), an object \( \gamma_{2n} \), \( p \) copies of \( T_i \) and \( F_i \), being \( 1 \leq i \leq n \) and a different subset of objects \( r_{1,2n-i+1} \), \( 1 \leq i \leq n \), being \( r \in \{ t, f \} \), the corresponding truth assignment of the branch. Then, configuration \( C_{2n} \) yields configuration \( C_{2n+1} \) by applying the rules:

\[
\begin{align*}
[ t_{2n} \ F_i ]_2 &\rightarrow t_{2n+1} t_j \\
[ f_{1,2n} \ T_i ]_2 &\rightarrow f_{1,2n+1} t_j \\
[ t_{i,2n+i-1} ]_2 &\rightarrow t_{i,2n+2-1} t_j \\
[ f_{i,2n+i-1} ]_2 &\rightarrow f_{i,2n+2-1} t_j \\
\alpha_{2n} &\rightarrow \alpha_{2n+1} \\
\beta_{2n} &\rightarrow \beta_{2n+1} \\
\gamma_{2n} &\rightarrow \gamma_{2n+1} \\
x_{i,j,2n} &\rightarrow x_{i,j,2n+1} \\
x_{i,j,2n} &\rightarrow x_{i,j,2n+1} \\
\end{align*}
\]

Thus, \( C_{2n+1}(0) = \{ \alpha_{2n+1}, \beta_{2n+1} \} \), and there exist \( 2^n \) membranes labelled by 1 containing an object \( r_{1,2n+1} \), being \( r \in \{ t, f \} \); and \( 2^n \) membranes labelled by 2 containing the input multiset \( cod_{2n+1}(\varphi) \), an object \( \gamma_{2n+1} \), \( p \) copies of \( T_i \) and \( F_i \), being \( 2 \leq i \leq n \), and \( p-1 \) copies of \( T_1 \).
(respectively, \(F_i\)) if object \(f_{1,2n}\) (resp., \(t_{1,2n}\)) was within membrane labelled by 2 at configuration \(C_{2n}\), and \(p\) copies of \(F_i\) (resp., \(T_i\)), and a different subset of objects \(r_{i,2n-i+2}, 2 \leq i \leq n\), being \(r \in \{t, f\}\).

- Supposing, by induction, result is true for \(k \ (1 \leq k \leq n)\)
  - \(C_{2n+k}(0) = \{\alpha_{2n+k}, \beta_{2n+k}\}\)
  - In \(C_{2n+k}\) there are \(2^n\) membranes labelled by 1 such that each of them contains objects \(r_{i,2n+k-i+1}, 1 \leq i \leq k\), being \(r \in \{t, f\}\).
  - In \(C_{2n+k}\) there are \(2^n\) membranes labelled by 2 such that each of them contains
    * the input multiset \(cod_{2n+k}(\varphi)\);
    * an object \(\gamma_{2n+k}\);
    * \(p\) copies of every \(T_i\) and \(F_i\), \(1 \leq i \leq n\) if the truth assignment associated to the branch contains its corresponding \(t_i\) or \(f_i\) object, \(p-1\) objects \(T_i\) and \(F_i\) \((1 \leq i \leq k)\) otherwise; and
    * a different subset of objects \(r_{i,2n+k-i+1}, k + 1 \leq i \leq n\), being \(r \in \{t, f\}\).

Then, configuration \(C_{2n+k}\) yields configuration \(C_{2n+k+1}\) by applying the rules:

\[
\begin{align*}
\left[ t_{k+1,2n} \ F_{k+1} \right]_2 & \rightarrow t_{k+1,2n+1} \left[ \right]_2 \\
\left[ f_{k+1,2n} \ T_{k+1} \right]_2 & \rightarrow f_{k+1,2n+1} \left[ \right]_2 \\
\left[ t_{i,2n+k-i+1} \right]_2 & \rightarrow t_{i,2n+k-i+2} \left[ \right]_2 \\
\left[ f_{i,2n+k-i+1} \right]_2 & \rightarrow f_{i,2n+k-i+2} \left[ \right]_2 \\
\left[ t_{i,2n+k-i+1} \right]_2 & \rightarrow t_{i,2n+k-i+2} \left[ \right]_2 \\
\left[ f_{i,2n+k-i+1} \right]_2 & \rightarrow f_{i,2n+k-i+2} \left[ \right]_2 \\
\alpha_{2n+k} & \rightarrow \alpha_{2n+k+1} \ (0) \\
\beta_{2n+k} & \rightarrow \beta_{2n+k+1} \ (0) \\
\gamma_{2n+k} & \rightarrow \gamma_{2n+k+1} \ (2) \\
x_{i,j,2n+k} & \rightarrow x_{i,j,2n+k+1} \ (2) \\
x_{i,j,2n+k} & \rightarrow x_{i,j,2n+k+1} \ (2) \\
\end{align*}
\]

Therefore, the following holds:

- \(C_{2n+k+1}(0) = \{\alpha_{2n+k+1}, \beta_{2n+k+1}\}\)
- In \(C_{2n+k+1}\) there are \(2^n\) membranes labelled by 1 such that each of them contains objects \(r_{i,2n+k-i+2}, 1 \leq i \leq k + 1\), being \(r \in \{t, f\}\).
- In \(C_{2n+k+1}\) there are \(2^n\) membranes labelled by 2 such that each of them contains
  * the input multiset \(cod_{2n+k+1}(\varphi)\);
  * an object \(\gamma_{2n+k+1}\);
  * \(p\) copies of every \(T_i\) and \(F_i\), \(1 \leq i \leq n\) if the truth assignment associated to the branch contains its corresponding \(t_i\) or \(f_i\) object, \(p-1\) objects \(T_i\) and \(F_i\) \((1 \leq i \leq k + 1)\) otherwise; and
  * a different subset of objects \(r_{i,2n+k-i+2}, k + 2 \leq i \leq n\), being \(r \in \{t, f\}\).

\((a_1)\) The base case \(k = 1\) is trivial because:
- at configuration $C_{3n}$ we have $C_{3n}(0) = \{\alpha_{3n}, \beta_{3n}\}$ and there exist $2^n$ membranes labelled by 1 containing a different subset of objects $r_{i,3n+1-i}$, $1 \leq i \leq n$, being $r \in \{t, f\}$, that is, the corresponding truth assignment of the branch; and $2^n$ membranes labelled by 2 containing the input multiset cod$_{3n}(\varphi)$, an object $\gamma_{3n}$, $p$ copies of $T_i$ and $F_i$, being $1 \leq i \leq n$ if the truth assignment associated to the branch contains its corresponding object $t_i$ or $f_i$, $p-1$ objects otherwise. Then, configuration $C_{3n}$ yields configuration $C_{3n+1}$ by applying the rules:

$$
\begin{align*}
& t_{1,3n} \left[ \begin{array}{c} 2 \\ \end{array} \right] 2 \rightarrow \left[ \begin{array}{c} t_{1,3n+1} \\ \end{array} \right] 2 \\
& f_{1,3n} \left[ \begin{array}{c} 2 \\ \end{array} \right] 2 \rightarrow \left[ \begin{array}{c} f_{1,3n+1} \\ \end{array} \right] 2 \\
& \left[ t_{i,3n-i+1} \rightarrow t_{i,3n-i+2} \right] 1 \left[ f_{i,3n-i+1} \rightarrow f_{i,3n-i+2} \right] 1 \\
& \left[ \alpha_{3n} \rightarrow \alpha_{3n+1} \right] 0 \\
& \left[ \beta_{3n} \rightarrow \beta_{3n+1} \right] 0 \\
& \left[ \gamma_{3n} \rightarrow \gamma_{3n+1} \right] 2 \\
& \left[ x_{i,j,3n} \rightarrow x_{i,j,3n+1} \right] 2 \\
& \left[ \pi_{i,j,3n} \rightarrow \pi_{i,j,3n+1} \right] 2 \\
& \left[ x^*_{i,j,3n} \rightarrow x^*_{i,j,3n+1} \right] 2
\end{align*}
$$

for $2 \leq i \leq n$.

Thus, $C_{3n+1}(0) = \{\alpha_{3n+1}, \beta_{3n+1}\}$, and there exist $2^n$ membranes labelled by 1 containing a different subset of objects $r_{i,3n-i+2}$, $2 \leq i \leq n$, being $r \in \{t, f\}$; and $2^n$ membranes labelled by 2 containing the input multiset cod$_{3n+1}(\varphi)$, an object $\gamma_{3n+1}$, $p$ copies of $T_i$ and $F_i$, being $1 \leq i \leq n$ if the truth assignment associated to the branch contains its corresponding object $t_i$ or $f_i$, $p-1$ objects otherwise and an object $r_{1,3n+1}$, being $r \in \{t, f\}$.

- Supposing, by induction, result is true for $k$ ($1 \leq k \leq n$)

- $C_{3n+k}(0) = \{\alpha_{3n+k}, \beta_{3n+k}\}$

- In $C_{3n+k}$ there are $2^n$ membranes labelled by 1 such that each of them contains objects $r_{i,3n+k-i+1}$, $k+1 \leq i \leq n$, being $r \in \{t, f\}$.

- In $C_{3n+k}$ there are $2^n$ membranes labelled by 2 such that each of them contains

  * the input multiset cod$_{3n+k}(\varphi)$;
  
  * an object $\gamma_{3n+k}$;
  
  * $p$ copies of every $T_i$ and $F_i$ for $1 \leq i \leq n$ or their corresponding $t_i$ or $f_i$ is assigned to that branch, $p-1$ copies otherwise; and
  
  * a different subset of objects $r_{i,3n+k-i+1}$, $1 \leq i \leq k$, being $r \in \{t, f\}$.

Then, configuration $C_{3n+k}$ yields configuration $C_{3n+k+1}$ by applying the rules:

$$
\begin{align*}
& t_{k+1,3n} \left[ \begin{array}{c} 2 \\ \end{array} \right] 2 \rightarrow \left[ \begin{array}{c} t_{k+1,3n+1} \\ \end{array} \right] 2 \\
& f_{k+1,3n} \left[ \begin{array}{c} 2 \\ \end{array} \right] 2 \rightarrow \left[ \begin{array}{c} f_{k+1,3n+1} \\ \end{array} \right] 2 \\
& \left[ t_{i,3n+k-i+1} \rightarrow t_{i,3n+k-i+2} \right] 1 \left[ f_{i,3n+k-i+1} \rightarrow f_{i,3n+k-i+2} \right] 1 \\
& \left[ \alpha_{3n+k} \rightarrow \alpha_{3n+k+1} \right] 0 \\
& \left[ \beta_{3n+k} \rightarrow \beta_{3n+k+1} \right] 0 \\
& \left[ \gamma_{3n+k} \rightarrow \gamma_{3n+k+1} \right] 2 \\
& \left[ x_{i,j,3n} \rightarrow x_{i,j,3n+1} \right] 2 \\
& \left[ \pi_{i,j,3n} \rightarrow \pi_{i,j,3n+1} \right] 2 \\
& \left[ x^*_{i,j,3n} \rightarrow x^*_{i,j,3n+1} \right] 2
\end{align*}
$$

for $k+2 \leq i \leq n$.

for $1 \leq i \leq k$.  


Supposing, by induction, the result is true for $l$.

Therefore, the following holds:

- $C_{3n+k+1}(0) = \{\alpha_{3n+k+1}, \beta_{3n+k+1} \}$
- In $C_{3n+k+1}$ there are $2^n$ membranes labelled by $1$ such that each contains objects $r_{i,3n+k-i+2}$, $k+2 \leq i \leq n$, being $r \in \{t, f\}$.
- In $C_{3n+k+1}$ there are $2^n$ membranes labelled by $2$ such that each contains

  * the input multiset $\text{cod}_{3n+k+1}(\varphi)$;
  * an object $\gamma_{3n+k+1}$;
  * $p$ copies of every $T_i$ and $F_i$ for $1 \leq i \leq n$ or the corresponding $t_i$ or $f_i$ assigned to that branch, $p-l$ copies otherwise; and
  * a different subset of objects $r_{i,3n+k-i+2}$, $1 \leq i \leq k+1$, being $r \in \{t, f\}$.

Supposing, by induction, the result is true for $l$ ($0 \leq l \leq p-1$) (0)

The base case $k = 1$ is trivial because:

- at configuration $C_{2n+(l+1)n}$ we have: $C_{2n+(l+1)n}(0) = \{\alpha_{2n+(l+1)n}, \beta_{2n+(l+1)n} \}$ and there exist $2^n$ empty membranes labelled by $1$; and $2^n$ membranes labelled by $2$ containing the input multiset $\text{cod}_{2n+(l+1)n}(\varphi)$, an object $\gamma_{2n+(l+1)n}$, $p$ copies of $T_i$ and $F_i$, being $1 \leq i \leq n$, and $p-l$ copies for $T_i$ (resp. $F_i$) objects that are in a branch with an object $f_i$ (resp. $t_i$) and a different subset of objects $r_{i,2n+(l+1)n-i+1}$, $1 \leq i \leq n$, being $r \in \{t, f\}$, the corresponding truth assignment of the branch. Then, configuration $C_{2n+(l+1)n}$ yields configuration $C_{2n+(l+1)n+1}$ by applying the rules:

$$
\begin{align*}
&\begin{array}{l}
[t_{i,2n+(l+1)n} F_i]_2 \rightarrow t_{i,2n+(l+1)n+1} [2] \\
[f_{i,2n+(l+1)n} T_i]_2 \rightarrow f_{i,2n+(l+1)n+1} [2] \\
[t_{i,2n+(l+1)n+1-i} \rightarrow t_{i,2n+(l+1)n+2-i} [2] \\
[f_{i,2n+(l+1)n+1-i} \rightarrow f_{i,2n+(l+1)n+2-i} [2] \\
[\alpha_{2n+(l+1)n} \rightarrow \alpha_{2n+(l+1)n+1} [2] \\
[\beta_{2n+(l+1)n} \rightarrow \beta_{2n+(l+1)n+1} [2] \\
[\gamma_{2n+(l+1)n} \rightarrow \gamma_{2n+(l+1)n+1} [2] \\
[x_{i,j,2n+(l+1)n} \rightarrow x_{i,j,2n+(l+1)n+1} [2] \\
[x_{i,j,2n+(l+1)n+1} \rightarrow x_{i,j,2n+(l+1)n+1} [2] \\
[x_{i,j,2n+(l+1)n+1} \rightarrow x_{i,j,2n+(l+1)n+1} [2]
\end{array}
\end{align*}
$$

Thus, $C_{2n+(l+1)n+1}(0) = \{\alpha_{2n+(l+1)n+1}, \beta_{2n+(l+1)n+1} \}$, and there exist $2^n$ membranes labelled by $1$ containing an object $r_{i,2n+(l+1)n+1}$.

Note that $(l+1)n = ln+n$, and it has been demonstrated in the first step of the induction that it is correct.
being \( r \in \{t, f\} \); and \( 2^n \) membranes labelled by 2 containing the input multiset \( \text{cod}_{2n+(l+1)n+1}(\varphi) \), an object \( \gamma_{2n+(l+1)n+1} \), \( p \) copies of \( T_i \) (resp. \( F_i \)) being \( 1 \leq i \leq n \) if the corresponding \( t_i \) (resp. \( f_i \)) object exists in that branch, otherwise \( p - l \) copies of \( F_i \) (resp. \( T_i \)) if \( 2 \leq i \leq n, p - l - 1 \) otherwise and a different subset of objects \( r_{i,2n+(l+1)n-i+2}, 2 \leq i \leq n \), being \( r \in \{t, f\} \).

- Supposing, by induction, result is true for \( k \) (\( 1 \leq k \leq n \))
  - \( C_{2n+(l+1)n+k}(0) = \{\alpha_{2n+(l+1)n+k}, \beta_{2n+(l+1)n+k}\} \)
  - In \( C_{2n+(l+1)n+k} \) there are \( 2^n \) membranes labelled by 1 such that each of them contains objects \( r_{i,2n+(l+1)n+k-i+1}, 1 \leq i \leq k \), being \( r \in \{t, f\} \).
  - In \( C_{2n+(l+1)n+k} \) there are \( 2^n \) membranes labelled by 2 such that each of them contains
    * the input multiset \( \text{cod}_{2n+(l+1)n+k}(\varphi) \);
    * \( p \) copies of \( T_i \) (resp. \( F_i \)) being \( 1 \leq i \leq n \) if the corresponding \( t_i \) (resp. \( f_i \)) object exists in that branch, otherwise \( p - l \) copies of \( F_i \) (resp. \( T_i \)) if \( k + 1 \leq i \leq n, p - l - 1 \) otherwise; and
    * a different subset of objects \( r_{i,2n+(l+1)n+k-i+1}, k + 1 \leq i \leq n \), being \( r \in \{t, f\} \).

Then, configuration \( C_{2n+k} \) yields configuration \( C_{2n+(l+1)n+k+1} \) by applying the rules:

\[
\begin{align*}
&\left[ t_{k+1,2n+(l+1)n} F_{k+1} \right]_2 \rightarrow t_{k+1,2n+(l+1)n+1} \quad \text{for } k + 2 \leq i \leq n \\
&\left[ f_{k+1,2n+(l+1)n} T_{k+1} \right]_2 \rightarrow f_{k+1,2n+(l+1)n+1} \quad \text{for } k + 1 \leq i \leq n \\
&\left[ t_{i,2n+(l+1)n+k-i+1} \rightarrow t_{i,2n+k-i+2} \right]_2 \quad \text{for } k + 2 \leq i \leq n \\
&\left[ f_{i,2n+(l+1)n+k-i+1} \rightarrow f_{i,2n+k-i+2} \right]_2 \quad \text{for } k + 1 \leq i \leq n \\
&\left[ t_{i,2n+(l+1)n+k-i+1} \rightarrow t_{i,2n+(l+1)n+k-i+2} \right]_1 \quad \text{for } 1 \leq i \leq k \\
&\left[ f_{i,2n+(l+1)n+k-i-1} \rightarrow f_{i,2n+(l+1)n+k-i+2} \right]_1 \quad \text{for } 1 \leq i \leq k \\
&\left[ \alpha_{2n+(l+1)n+k} \rightarrow \alpha_{2n+(l+1)n+k+1} \right]_0 \\
&\left[ \beta_{2n+(l+1)n+k} \rightarrow \beta_{2n+(l+1)n+k+1} \right]_0 \\
&\left[ \gamma_{2n+(l+1)n+k} \rightarrow \gamma_{2n+(l+1)n+k+1} \right]_2 \\
&\left[ x_{i,j,2n+(l+1)n+k} \rightarrow x_{i,j,2n+(l+1)n+k+1} \right]_2 \quad \text{for } 1 \leq i \leq n, 1 \leq j \leq p \\
&\left[ x_{i,j,2n+(l+1)n+k} \rightarrow x_{i,j,2n+(l+1)n+k+1} \right]_2 \quad \text{for } 1 \leq i \leq n, 1 \leq j \leq p
\end{align*}
\]

Therefore, the following holds

- \( C_{2n+(l+1)n+k},(1) = \{\alpha_{2n+(l+1)n+k+1}, \beta_{2n+(l+1)n+k+1}\} \)
- In \( C_{2n+(l+1)n+k+1} \) there are \( 2^n \) membranes labelled by 1 such that each of them contains objects \( r_{i,2n+(l+1)n+k-i+2}, 1 \leq i \leq k+1 \), being \( r \in \{t, f\} \).
- In \( C_{2n+(l+1)n+k+1} \) there are \( 2^n \) membranes labelled by 2 such that each of them contains
  * the input multiset \( \text{cod}_{2n+(l+1)n+k+1}(\varphi) \);
  * \( \alpha_{2n+(l+1)n+k+1}, \beta_{2n+(l+1)n+k+1}, \gamma_{2n+(l+1)n+k+1} \).
\* \( p \) copies of \( T_i \) (resp. \( F_i \)) being \( 1 \leq i \leq n \) if the corresponding \( t_i \) (resp. \( f_i \)) object exists in that branch, otherwise \( p - l \) copies of \( F_i \) (resp. \( T_i \)) if \( k + 2 \leq i \leq n, \ p - l - 1 \) otherwise; and

\* a different subset of objects \( r_{i,2n+(l+1)n+k-i+2} \), \( k + 2 \leq i \leq n \), being \( r \in \{ t, f \} \);

(\( a_1 \)) The base case \( k = 1 \) is trivial because:

- at configuration \( C_{3n+(l+1)n} \) we have \( C_{3n+(l+1)n}(0) = \{ \alpha_{3n+(l+1)n}, \beta_{3n+(l+1)n} \} \) and there exist \( 2^n \) membranes labelled by 1 containing a different subset of objects \( r_{i,3n+(l+1)n-i+1} \), \( 1 \leq i \leq n \), being \( r \in \{ t, f \} \); that is, the corresponding truth assignment of the branch; and \( 2^n \) membranes labelled by 2 containing the input multiset \( \text{cod}_{3n+(l+1)n}(\varphi) \), an object \( \gamma_{3n+(l+1)n} \) and \( p \) copies of \( T_i \) (resp. \( F_i \)) being \( 1 \leq i \leq n \) if the corresponding \( t_i \) (resp. \( f_i \)) object exists in that branch, and \( p - l \) copies of \( F_i \) (resp. \( T_i \)). Then, configuration \( C_{3n+(l+1)n} \) yields configuration \( C_{3n+(l+1)n+1} \) by applying the rules:

\[
\begin{align*}
& t_{1,3n+(l+1)n} [2] \rightarrow [t_{1,3n+(l+1)n+1} [2] \ \\
& f_{1,3n+(l+1)n} [2] \rightarrow [f_{1,3n+(l+1)n+1} [2] \ \\
& t_{i,3n+(l+1)n-i+1} \rightarrow t_{i,3n+(l+1)n-i+2} [1] \ \\
& f_{i,3n+(l+1)n-i+1} \rightarrow f_{i,3n+(l+1)n-i+2} [1] \ \\
& \alpha_{3n+(l+1)n} \rightarrow \alpha_{3n+(l+1)n+1} [0] \ \\
& \beta_{3n+(l+1)n} \rightarrow \beta_{3n+(l+1)n+1} [0] \ \\
& \gamma_{3n+(l+1)n} \rightarrow \gamma_{3n+(l+1)n+1} [2] \ \\
& x_{i,j,3n+(l+1)n} \rightarrow x'_{i,j,3n+(l+1)n+1} [2] \ \\
& \pi_{i,j,3n+(l+1)n} \rightarrow \pi'_{i,j,3n+(l+1)n+1} [2] \ \\
& x'_{i,j,3n+(l+1)n} \rightarrow x''_{i,j,3n+(l+1)n+1} [2].
\end{align*}
\]

Thus, \( C_{3n+(l+1)n+1}(0) = \{ \alpha_{3n+(l+1)n+1}, \beta_{3n+(l+1)n+1} \} \), and there exist \( 2^n \) membranes labelled by 1 containing a different subset of objects \( r_{i,3n+(l+1)n-i+2} \), \( 2 \leq i \leq n \), being \( r \in \{ t, f \} \); and \( 2^n \) membranes labelled by 2 containing the input multiset \( \text{cod}_{3n+(l+1)n+1}(\varphi) \), an object \( \gamma_{3n+(l+1)n+1} \), \( p \) copies of \( T_i \) (resp. \( F_i \)) being \( 1 \leq i \leq n \) if the corresponding \( t_i \) (resp. \( f_i \)) object exists in that branch, and \( p - l \) copies of \( F_i \) (resp. \( T_i \)) and an object \( r_{1,3n+(l+1)n+1} \), being \( r \in \{ t, f \} \).

- Supposing, by induction, result is true for \( k (1 \leq k \leq n) \)

\* \( C_{3n+(l+1)n+k}(0) = \{ \alpha_{3n+(l+1)n+k}, \beta_{3n+(l+1)n+k} \} \)

- In \( C_{3n+(l+1)n+k} \) there are \( 2^n \) membranes labelled by 1 such that each of them contains objects \( r_{i,3n+k-i+1} \), \( k + 1 \leq i \leq n \), being \( r \in \{ t, f \} \).

- In \( C_{3n+(l+1)n+k} \) there are \( 2^n \) membranes labelled by 2 such that each of them contains

\* the input multiset \( \text{cod}_{3n+(l+1)n+k}(\varphi) \);

\* an object \( \gamma_{3n+(l+1)n+k} \);

\* \( p \) copies of \( T_i \) (resp. \( F_i \)) being \( 1 \leq i \leq n \) if the corresponding \( t_i \) (resp. \( f_i \)) object exists in that branch, and \( p - l \) copies of \( F_i \) (resp. \( T_i \)).
\* a different subset of objects \(r_{i,3n+(l+1)n-i+1}, 1 \leq i \leq k\), being \(r \in \{t, f\}\).

Then, configuration \(C_{3n+(l+1)n+k}\) yields configuration \(C_{3n+(l+1)n+k+1}\) by applying the rules:

\[
\begin{align*}
&t_{k+1,3n+(l+1)n} \rightarrow t_{k+1,3n+(l+1)n+1} \quad \text{for } k + 2 \leq i \leq n \\
f_{k+1,3n+(l+1)n} \rightarrow f_{k+1,3n+(l+1)n+1} \quad \text{for } 1 \leq i \leq k \\
&t_{i,3n+(l+1)n+k-i+1} \rightarrow t_{i,3n+(l+1)n+k-i+2} \quad \text{for } \gamma_{3n+(l+1)n+k+1} \\
f_{i,3n+(l+1)n+k-i+1} \rightarrow f_{i,3n+(l+1)n+k-i+2} \quad \text{for } 1 \leq i \leq n, 1 \leq j \leq p \\
&x_{i,j,3n+(l+1)n+k} \rightarrow x_{i,j,3n+(l+1)n+k+1} \quad \text{for } 1 \leq i \leq n, 1 \leq j \leq p \\
\end{align*}
\]

Therefore, the following holds:

- \(C_{3n+(l+1)n+k+1}(0) = \{\alpha_{3n+(l+1)n+k+1}, \beta_{3n+(l+1)n+k+1}\}\)
- In \(C_{3n+(l+1)n+k+1}\) there are \(2^n\) membranes labelled by 1 such that each of them contains objects \(r_{i,3n+(l+1)n-k-i+2}, k+2 \leq i \leq n\), being \(r \in \{t, f\}\).
- In \(C_{3n+(l+1)n+k+1}\) there are \(2^n\) membranes labelled by 2 such that each of them contains
  \* the input multiset \(\text{cod}_{3n+(l+1)n+k+1}(\varphi)\);
  \* an object \(\gamma_{3n+(l+1)n+k+1}\);
  \* \(p\) copies of \(T_i\) (resp. \(F_i\)) being \(1 \leq i \leq n\) if the corresponding \(t_i\) (resp. \(f_i\)) object exists in that branch, and \(p - l\) copies of \(F_i\) (resp. \(T_i\))
  \* a different subset of objects \(r_{i,3n+(l+1)n-k-i+2}, 1 \leq i \leq k+1\), being \(r \in \{t, f\}\).

- In order to prove (b) it is enough to notice that, on the one hand, from (a) configuration \(C_{2np-1}\) holds:
  - \(C_{2np-1}(0) = \{\alpha_{2np-1}, \beta_{2np-1}\}\)
  - In \(C_{2np-1}\) there are \(2^n\) membranes labelled by 1 such that each of them contains an object \(r_{n,2np}\), being \(r \in \{t, f\}\).
  - In \(C_{n+2np-1}\) there are \(2^n\) membranes labelled by 2 such that each of them contains
    \* the input multiset \(\text{cod}_{2np-1}(\varphi)\);
    \* an object \(\gamma_{2np-1}\);
    \* \(p\) copies of \(T_i\) (resp. \(F_i\)) being \(1 \leq i \leq n\) if the corresponding \(t_i\) (resp. \(f_i\)) object exists in that branch, and 1 copy otherwise; and
    \* a different subset of objects \(r_{i,2np-1}, 1 \leq i \leq n-1\).

\(^2\) Note that \(2np - 1 = n + 2n(p - 1) + (n - 1)\)
Then, configuration $C_{n+2np-1}$ yields $C_{n+2np}$ by applying the rules:

$$t_{n,2np} \quad 2 \rightarrow \quad t_{n,2np+1} \quad 2$$
$$f_{n,2np} \quad 2 \rightarrow \quad f_{n,2np+1} \quad 2$$
$$\left\{ t_{i,n+2np-i} \rightarrow t_{i,n+2np+i+1} \quad 2 \right\} \quad \text{for} \quad 1 \leq i \leq n - 1$$
$$\left\{ f_{i,n+2np-i} \rightarrow f_{i,n+2np+i} \quad 2 \right\}$$
$$\left\{ \alpha_{n+2np-1} \rightarrow \alpha_{n+2np} \quad 0 \right\}$$
$$\left\{ \beta_{n+2np-1} \rightarrow \beta_{n+2np} \quad 0 \right\}$$
$$\left\{ \gamma_{n+2np-1} \rightarrow \gamma_{n+2np} \quad 2 \right\}$$
$$\left\{ x_{i,j,n+2np-1} \rightarrow x_{i,j,n+2np} \quad 2 \right\} \quad \text{for} \quad 1 \leq i \leq n, 1 \leq j \leq p$$
$$\left\{ x_{i,j,n+2np-1} \rightarrow x_{i,j,n+2np} \quad 2 \right\}$$
$$\left\{ x_{i,j,n+2np-1} \rightarrow x_{i,j,n+2np} \quad 2 \right\}$$

Then, we have $C_{2np}(0) = \{ \alpha_{2np}, \beta_{2np} \}$, and there exist $2^n$ empty membranes labelled by 1; and $2^n$ membranes labelled by 2 containing containing the input multiset cod$_{2np}(\varphi)$, an object $\gamma_{2np}$, $p$ copies of $T_i$ (resp. $F_i$) being $1 \leq i \leq n$ if the corresponding $t_i$ (resp. $f_i$) object exists in that branch, and 1 copy otherwise and a different multiset of objects $r_{i,2np-i+1}$, $1 \leq i \leq n$, being $r \in \{ t, f \}$, that is, the truth assignment associated with the branch.

\[ \square \]

**Proposition 3.** Let $C = (C_0, C_1, \ldots, C_q)$ be a computation of the system $\Pi(s(\varphi))$ with input multiset cod$(\varphi)$.

(a) For each $k$ $(1 \leq k \leq n - 1)$ at configuration $C_{2np+k}$ we have the following:
- $C_{2np+k}(0) = \{ \alpha_{2np+k}, \beta_{2np+k} \}$
- There are $2^n$ membranes labelled by 1 such that each of them contains $k$ objects #.
- there are $2^n$ membranes labelled by 2 such that each of them contains
  - the input multiset cod$_{2np+k}(\varphi)$;
  - an object $\gamma_{2np+k}$;
  - $p$ copies of $T_i$ (resp. $F_i$) being $1 \leq i \leq n$ if the corresponding $t_i$ (resp. $f_i$) object exists in that branch, and 1 copy of $F_i$ (resp. $T_i$) if $k+1 \leq i \leq n$; and
  - objects $r_{i,2np-k+i+1}$, $k+1 \leq i \leq n$.

(b) $C_{n+2np}(0) = \{ \alpha_{n+2np}, \beta_{n+2np} \}$, and in $C_{n+2np}$ there are $2^n$ membranes labelled by 1, such that each of them contains $n$ objects #; and $2^n$ membranes labelled by 2, such that each of them contains the input multiset cod$_{n+2np}(\varphi)$, an object $\gamma_{n+2np}$, $p$ copies of every $T_i$ and $F_i$, $1 \leq i \leq n$ if the truth assignment associated to the branch contains its corresponding $t_i$ or $f_i$ object.

**Proof.** (a) is going to be demonstrated by induction on $k$

- the base case $k = 1$ is trivial because:
  - at $C_{2np}$ we have $C_{2np}(0) = \{ \alpha_{2np}, \beta_{2np} \}$ and there exist $2^n$ empty membranes labelled by 1; and $2^n$ membranes labelled by 2 containing the input multiset cod$_{2np}(\varphi)$, an object $\gamma_{2np}$ $p$ copies of $T_i$ (resp. $F_i$) being $1 \leq i \leq n$ if
the corresponding \( t_i \) (resp. \( f_i \)) object exists in that branch, and 1 copy otherwise and a different multiset of objects \( r_{i,2np-i+1} \), \( 1 \leq i \leq n \), being \( r \in \{t,f\} \), that is, the truth assignment associated with the branch. Then, configuration \( C_{2np} \) yields \( C_{2np+1} \) by applying the rules.

\[
\begin{align*}
&\{ t_{1,2np} F_1 ]_2 \to \#[ ]_2 \quad f_{1,2np} T_1 ]_2 \to \#[ ]_2 \\
&\{ t_{1,2np-i+1} \to t_{1,2np-i+2} \}_2 \quad f_{1,2np-i+1} \to f_{1,2np-i+2} \}_2 \\
&\{ \alpha_{2np} \to \alpha_{2np+1} \}_0 \quad \beta_{2np} \to \beta_{2np+1} \}_0 \\
&\gamma_{2np} \to \gamma_{2np+1} ]_2 \\
&x_{i,j,2np} \to x_{i,j,2np+1]_2 \\
&x_{i,j,2np} \to x_{i,j,2np+1]_2 \\
&x_{i,j,2np} \to x_{i,j,2np+1]_2 \\
\end{align*}
\]

for \( 1 \leq i \leq n, 1 \leq j \leq p \). Thus, \( C_{2np+1}(0) = \{ \alpha_{2np+1}, \beta_{2np+1} \} \), and there exist \( 2^n \) membranes labelled by 1 containing an object \#; and \( 2^n \) membranes labelled by 2 containing the input multiset \( cod_{2np+1}(\varphi) \), an object \( \gamma_{2np+1} \), \( p \) copies of \( T_i \) (resp. \( F_i \)) being \( 1 \leq i \leq n \) if their corresponding \( t_i \) (resp. \( f_i \)) object exists in that branch, and 1 copy of \( F_i \) (resp. \( T_i \)) if \( k+2 \leq i \leq n \) and objects \( r_{i,2np-i+2} \), \( k+2 \leq i \leq n \), being \( r \in \{t,f\} \).

- Supposing, by induction, result is true for \( k (1 \leq k \leq n-1) \)
- \( C_{2np+k}(0) = \{ \alpha_{2np+k}, \beta_{2np+k} \} \)
- In \( C_{2np+k} \) there are \( 2^n \) membranes labelled by 1 such that each of them contains \( k \) objects \#.
- In \( C_{2np+k} \) there are \( 2^n \) membranes labelled by 2 such that each of them contains
  * the input multiset \( cod_{2np+k}(\varphi) \);
  * an object \( \gamma_{2np+k} \);
  * \( p \) copies of \( T_i \) (resp. \( F_i \)) being \( 1 \leq i \leq n \) if their corresponding \( t_i \) (resp. \( f_i \)) object exists in that branch, and 1 copy of \( F_i \) (resp. \( T_i \)) if \( k+1 \leq i \leq n \); and
  * objects \( r_{i,2np+k-i+1} \), \( k+1 \leq i \leq n \), being \( r \in \{t,f\} \).

Then, configuration \( C_{2np+k} \) yields configuration \( C_{2np+k+1} \) by applying the rules:

\[
\begin{align*}
&\{ t_{k+1,2np} F_1 ]_2 \to \#[ ]_2 \quad f_{k+1,2np} T_1 ]_2 \to \#[ ]_2 \\
&\{ t_{1,2np+k-i+1} \to t_{1,2np+k-i+2} \}_2 \quad f_{1,2np+k-i+1} \to f_{1,2np+k-i+2} \}_2 \\
&\{ \alpha_{2np+k} \to \alpha_{2np+k+1} \}_0 \quad \beta_{2np+k} \to \beta_{2np+k+1} \}_0 \\
&\gamma_{2np+k} \to \gamma_{2np+k+1} ]_2 \\
&x_{i,j,2np+k} \to x_{i,j,2np+k+1]_2 \\
&x_{i,j,2np+k} \to x_{i,j,2np+k+1]_2 \\
&x_{i,j,2np+k} \to x_{i,j,2np+k+1]_2 \\
\end{align*}
\]

for \( 1 \leq i \leq n, 1 \leq j \leq p \).
Therefore, the following holds

- \( C_{2np+k+1}(0) = \{\alpha_{2np+k+1}, \beta_{2np+k+1}\} \)
- In \( C_{2np+k+1} \) there are \( 2^n \) membranes labelled by 1 such that each of them contains \( k + 1 \) objects #.
- In \( C_{2np+k+1} \) there are \( 2^n \) membranes labelled by 2 such that each of them contains
  * the input multiset \( \text{cod}_{2np+k+1}(\phi) \);
  * an object \( \gamma_{2np+k+1} \);
  * \( p \) copies of \( T_i \) (resp. \( F_i \)) being \( 1 \leq i \leq n \) if their corresponding \( t_i \) (resp. \( f_i \)) object exists in that branch, and 1 copy of \( F_n \) (resp. \( T_n \)) if \( k + 2 \leq i \leq n \); and
  * objects \( r_{i,2np+k-i+2} \), \( k + 2 \leq i \leq n \), being \( r \in \{t, f\} \).

- In order to prove (b) it is enough to notice that, on the one hand, from (a) configuration \( C_{n+2np-1} \) holds:
  - \( C_{n+2np-1}(0) = \{\alpha_{n+2np-1}, \beta_{n+2np-1}\} \)
  - In \( C_{n+2np-1} \) there are \( 2^n \) membranes labelled by 1 such that each of them contains \( n - 1 \) objects #.
  - In \( C_{n+2np-1} \) there are \( 2^n \) membranes labelled by 2 such that each of them contains
    * the input multiset \( \text{cod}_{n+2np-1}(\phi) \);
    * an object \( \gamma_{n+2np-1} \);
    * \( p \) copies of \( T_i \) (resp. \( F_i \)) being \( 1 \leq i \leq n \) if the corresponding \( t_i \) (resp. \( f_i \)) object exists in that branch, and 1 copy of \( F_n \) (resp. \( T_n \)); and
    * an object \( r_{n,2np} \), being \( r \in \{t, f\} \).

Then, configuration \( C_{n+2np-1} \) yields configuration \( C_{n+2np} \) by applying the rules:

\[
\begin{align*}
[t_{n,2np}, F_1]_2 &\rightarrow \#[i,j]_2 \\
f_{n,2np} &\rightarrow \#[i,j]_2 \\
[\alpha_{n+2np-1}]_0 &\rightarrow [\alpha_{n+2np}]_0 \\
[\beta_{n+2np-1}]_0 &\rightarrow [\beta_{n+2np}]_0 \\
[\gamma_{n+2np-1}]_2 &\rightarrow [\gamma_{n+2np}]_2 \\
x_{i,j,n+2np-1} &\rightarrow x_{i,j,n+2np} \quad 2 \\
x_{i,j,n+2np-1} &\rightarrow x_{i,j,n+2np} \quad 2 \\
x_{i,j,n+2np-1} &\rightarrow x_{i,j,n+2np} \quad 2 \quad \text{for } 1 \leq i \leq n, 1 \leq j \leq p
\end{align*}
\]

Therefore, the following holds

- \( C_{n+2np}(0) = \{\alpha_{n+2np}, \beta_{n+2np}\} \)
- In \( C_{n+2np} \) there are \( 2^n \) membranes labelled by 1 such that each of them contains \( n \) objects #.
- In \( C_{n+2np} \) there are \( 2^n \) membranes labelled by 2 such that each of them contains
  * the input multiset \( \text{cod}_{n+2np}(\phi) \);
  * an object \( \gamma_{n+2np} \); and

---

\(^3\) Note that \( n + 2np - 1 = 2np + (n - 1) \)
\[ p \text{ copies of } T_i \text{ (resp. } F_i) \text{ being } 1 \leq i \leq n \text{ if their corresponding } t_i \text{ (resp. } f_i) \text{ object exists in that branch.} \]

5.2 First checking stage

At this stage, we try to determine the clauses satisfied for the truth assignment encoded by each branch. For that, rules from 5.5 will be applied in such manner that in the \( m \)-th step, being \( m = ln + k \) \((1 \leq k \leq n, 0 \leq l \leq p - 1)\), clause \( C_{l+1} \) will be evaluated with the \( k \)-th variable of the formula. This stage will take exactly \( np \) steps.

**Proposition 4.** Let \( \mathcal{C} = (\mathcal{C}_0, \mathcal{C}_1, \ldots, \mathcal{C}_q) \) be a computation of the system \( \Pi(s(\varphi)) \) with input multiset \( \text{cod}(\varphi) \).

(a) For each \( k \) \((1 \leq k \leq n)\) and \( l \) \((0 \leq l \leq p - 1)\) at configuration \( \mathcal{C}_{n+2np+ln+k} \) we have the following:

- \( \mathcal{C}_{n+2np+ln+k}(0) = \{\alpha_{n+2np+ln+k}, \beta_{n+2np+ln+k}\} \)
- There are \( 2^n \) membranes labelled by \( 1 \) such that each of them contains
  * \( m \) objects \( c_{j,t} \) \((1 \leq j \leq l + 1, 0 \leq t \leq ln + k - 1)\), that is, clauses that have been satisfied by any variable; and
  * \( n + ln + k - m \) objects \#.
- There are \( 2^n \) membranes labelled by \( 2 \) such that each of them contains
  * the \((n - k)\)-th last elements of \( \text{cod}_{n+2np+ln+k}(\varphi)_{l+1}^{i+1} \);
  * the input multiset \( \text{cod}_{n+2np+ln+k}(\varphi)_{p+2}^{i+2} \);
  * an object \( \gamma_{n+2np+ln+k} \); and
  * \( p - l \) copies of objects \( T_i \) or \( F_i \), \( k + 1 \leq i \leq n \), \( p - l - 1 \) copies otherwise, corresponding to the truth assignment assigned to the branch.

(b) \( \mathcal{C}_{n+3np}(0) = \{\alpha_{n+3np}, \beta_{n+3np}\} \), and in \( \mathcal{C}_{n+3np} \) there are \( 2^n \) membranes labelled by \( 1 \), such that each of them contains \( m \) objects \( c_{j,t} \) \((1 \leq j \leq p, 0 \leq t \leq np - 1)\), that is, the clauses satisfied by any variable and \( n + np - m \) objects \#; and \( 2^n \) membranes labelled by \( 2 \) such that each of them contains an object \( \gamma_{n+3np} \).

**Proof.** (a) is going to be demonstrated by induction on \( l \)

- The base case \( l = 0 \) is going to be demonstrated by induction on \( k \)
  - The base case \( k = 1 \) is trivial because:
    - at configuration \( \mathcal{C}_{n+2np} \) we have: \( \mathcal{C}_{n+2np}(0) = \{\alpha_{n+2np}, \beta_{n+2np}\} \) and there exist \( 2^n \) membranes labelled by \( 1 \), such that each of them contains; and \( 2^n \) membranes labelled by \( 2 \) such that each of them contains \( n \) objects \# the input multiset \( \text{cod}_{n+2np}(\varphi) \), an object \( \gamma_{n+2np} \) and \( p \) copies of objects \( T_i \) and \( F_i \), \( 1 \leq i \leq n \), representing the correspondent truth assignment to the branch. Then, configuration \( \mathcal{C}_{n+2np+1} \) yields configuration \( \mathcal{C}_{n+2np+1} \) by applying the rules:
If $\exists l \in \mathbb{N}$ such that $\neg i = l$, then $i = l + 1$, so $2np + n + n(j - 1) + (i - 1) = n + 2np$

4 If $k = 1, l = 0$, then $i = 1, j = 1$, so $2np + n + n(j - 1) + (i - 1) = n + 2np$

5 If $l = 0$, then $i = k + 1, j = 1$, so $2np + 2n + n(j - 1) + (i - 1) = 2n + 2np + k$
\[
\begin{align*}
\alpha_{n+2np+k} &\rightarrow \alpha_{n+2np+k+1} & 0 \\
\beta_{n+2np+k} &\rightarrow \beta_{n+2np+k+1} & 0 \\
\gamma_{n+2np+k} &\rightarrow \gamma_{n+2np+k+1} & 2 \\
x_{i,j,n+2np+k} &\rightarrow x_{i,j,n+2np+k+1} & 2 \\
\tau_{i,j,n+2np+k} &\rightarrow \tau_{i,j,n+2np+k+1} & 2 \\
x^*_{i,j,n+2np+k} &\rightarrow x^*_{i,j,n+2np+k+1} & 2 \\
\end{align*}
\]

for \(1 \leq i \leq n, 1 \leq j \leq p\)

Therefore, the following holds

- \(C_{n+2np+k+1} = \{\alpha_{n+2np+k+1}, \beta_{n+2np+k+1}\}\)

- In \(C_{n+2np+k+1}\) there are \(2^n\) membranes labelled by 1 such that each of them contains
  \* \(m\) objects \(c_{1,t}\) (\(0 \leq t \leq k\)), that is, the number of objects with the corresponding truth assignment that makes true the clause \(C_1\); and
  \* \(n + k + 1 - m\) objects \#.

- In \(C_{n+2np+k+1}\) there are \(2^n\) membranes labelled by 2 such that each of them contains
  \* the \((n-k+1)\)-th last elements of \(\text{cod}_{n+2np+k+1}(\varphi)\);  
  \* the input multiset \(\text{cod}_{n+2np+k+1}(\varphi)_1^p\);  
  \* an object \(\gamma_{n+2np+k+1}\); and  
  \* \(p\) copies of objects \(T_i\) or \(F_i\), \(k+2 \leq i \leq n\), \(p-1\) copies if \(1 \leq i \leq k+1\), corresponding to the truth assignment assigned to the branch.

- Supposing, by induction, result is true for \(l\) (\(0 \leq l \leq p-1\))

  - The base case \(k = 1\) is trivial because:
    - at configuration \(C_{n+2np+(l+1)n}\) we have: \(C_{n+2np+(l+1)n}(0) = \{\alpha_{n+2np+(l+1)n}, \beta_{n+2np+(l+1)n}\}\) and there exist \(2^n\) membranes labelled by 1 containing \(m\) objects \(c_{j,t}\) (\(1 \leq j \leq l\), \(0 \leq t \leq l + n - 1\)), that is, the number of variables with the corresponding truth assignment that makes true the clauses from \(C_1\) to \(C_l\) and \(n + (l + 1)n - m\) objects \#; and \(2^n\) membranes labelled by 2 containing the input multiset \(\text{cod}_{n+2np+(l+1)n}(\varphi)_1^p\), an object \(\gamma_{n+2np+(l+1)n}\) and \(p-l\) copies of objects \(T_i\) or \(F_i\), \(1 \leq i \leq n\). Then, configuration \(C_{n+2np+(l+1)n}\) yields configuration \(C_{n+2np+(l+1)n+1}\) by applying the rules:

\[
\begin{align*}
T_1 x_{1.1,n+2np+(l+1)n} &\rightarrow C_{l+1,0} & 0 \quad & 2 \\
T_1 \tau_{1.1,n+2np+(l+1)n} &\rightarrow \# & 2 \\
T_1 x^*_{1.1,n+2np+(l+1)n} &\rightarrow \# & 2 \\
F_1 x_{1.1,n+2np+(l+1)n} &\rightarrow C_{l+1,0} & 0 \quad & 2 \\
F_1 \tau_{1.1,n+2np+(l+1)n} &\rightarrow \# & 2 \\
F_1 x^*_{1.1,n+2np+(l+1)n} &\rightarrow \# & 2 \\
\alpha_{n+2np+(l+1)n} &\rightarrow \alpha_{n+2np+(l+1)n+1} & 0 \\
\beta_{n+2np+(l+1)n} &\rightarrow \beta_{n+2np+(l+1)n+1} & 0 \\
\gamma_{n+2np+(l+1)n} &\rightarrow \gamma_{n+2np+(l+1)n+1} & 2 \\
\end{align*}
\]
P Systems with Active Membranes: Minimal Cooperation Only Outwards

\[
\begin{align*}
\left\{ \begin{array}{l}
x_{i,j,n+2np+(l+1)n} & \rightarrow x_{i,j,n+2np+(l+1)n+1} \\
\mathcal{F}_{i,j,n+2np+(l+1)n} & \rightarrow \mathcal{F}_{i,j,n+2np+(l+1)n+1} \\
x_{i,j,n+2np+(l+1)n}^* & \rightarrow x_{i,j,n+2np+(l+1)n+1}^* \\
c_{j,t} & \rightarrow c_{j,t+1}
\end{array} \right\}_{1 \leq i \leq n, 1 \leq j \leq p, 1 \leq t \leq l + n - 1}
\]

Thus, \( C_{n+2np+(l+1)n+1}(0) = \{ \alpha_{n+2np+(l+1)n+1}, \beta_{n+2np+(l+1)n+1} \} \) and there exist \( 2^n \) membranes labelled by 1 containing \( m \) objects \( c_{j,t} \) \( (1 \leq j \leq l + 1, 0 \leq t \leq ln) \), that is, the number of variables with the corresponding truth assignment that makes true the clauses from \( C_1 \) to \( C_{l+1} \) and \( n + (l + 1)n + 1 - m \) objects \( \# \); and \( 2^n \) membranes labelled by 2 containing the last \( n - 1 \) elements of \( \text{cod}_{n+2np+(l+1)n+1}(\varphi)_{l+1}^{l+2} \), the input multiset \( \text{cod}_{n+2np+(l+1)n+1}(\varphi)_{l+2}^{l+2}, p - l \) copies of \( T_i \) or \( F_i \), being \( 2 \leq i \leq n \), and \( p - l - 1 \) copies of \( T_1 \) or \( F_1 \).

- Supposing, by induction, result is true for \( k \) \((1 \leq k \leq n)\)
  - \( \mathcal{C}_{n+2np+(l+1)n+k}(0) = \{ \alpha_{n+2np+(l+1)n+k}, \beta_{n+2np+(l+1)n+k} \} \)
  - In \( \mathcal{C}_{n+2np+(l+1)n+k} \) there are \( 2^n \) membranes labelled by 1 such that each of them contains
    * \( m \) objects \( c_{j,t} \) \( (1 \leq j \leq l + 1, 0 \leq t \leq ln + k - 1) \), that is, the number of variables with the corresponding truth assignment that makes true clauses from \( C_1 \) to \( C_{l+1} \) and
    * \( n + (l + 1)n + k + 1 - m \) objects \( \# \).
  - In \( \mathcal{C}_{n+2np+(l+1)n+k} \) there are \( 2^n \) membranes labelled by 2 such that each of them contains
    * the \((n - k)\)-th last elements of \( \text{cod}_{n+2np+(l+1)n+k}(\varphi)_{l+1}^{l+2} \);
    * the input multiset \( \text{cod}_{n+2np+(l+1)n+k}(\varphi)_{l+2}^{l+2} \);
    * an object \( \gamma_{n+2np+(l+1)n+k} \); and
    * \( p - l \) copies of objects \( T_i \) or \( F_i \), \( k + 1 \leq i \leq n \), \( p - l - 1 \) copies if \( 1 \leq i \leq k \), corresponding to the truth assignment assigned to the branch.

Then, configuration \( \mathcal{C}_{n+2np+(l+1)n+k} \) yields configuration \( \mathcal{C}_{n+2np+(l+1)n+k+1} \) by applying the rules:

\[
\begin{align*}
\left\{ \begin{array}{l}
T_k & \rightarrow c_{l+1} \\
T_k & \rightarrow \# \\
T_k & \rightarrow \# \\
F_k & \rightarrow \# \\
F_k & \rightarrow \# \\
F_k & \rightarrow \# \\
\alpha_{n+2np+(l+1)n+k} & \rightarrow \alpha_{n+2np+(l+1)n+k+1} \\
\beta_{n+2np+(l+1)n+k} & \rightarrow \beta_{n+2np+(l+1)n+k+1} \\
\gamma_{n+2np+(l+1)n+k} & \rightarrow \gamma_{n+2np+(l+1)n+k+1} \\
x_{i,j,n+2np+(l+1)n+k} & \rightarrow x_{i,j,n+2np+(l+1)n+k+1} \\
x_{i,j,n+2np+(l+1)n+k} & \rightarrow x_{i,j,n+2np+(l+1)n+k+1} \\
x_{i,j,n+2np+(l+1)n+k} & \rightarrow x_{i,j,n+2np+(l+1)n+k+1} \\
c_{j,t} & \rightarrow c_{j,t+1}
\end{array} \right\}_{1 \leq i \leq n, 1 \leq j \leq p, 1 \leq t \leq ln + k - 1}
\]
Therefore, the following holds
- \( C_{n+2np+(l+1)n+k+1}(0) = \{ c_{n+2np+(l+1)n+k+1}, \beta_{n+2np+(l+1)n+k+1} \} \)
- In \( C_{n+2np+(l+1)n+k+1} \) there are \( 2^n \) membranes labelled by 1 such that each of them contains
  \* \( m \) objects \( c_{j,t} (1 \leq j \leq l+1, 0 \leq t \leq ln+k) \), that is, the number of variables with the corresponding truth assignment that makes true clauses from \( C_1 \) to \( C_{l+1} \); and
  \* \( n + (l + 1)n + k + 1 - m \) objects \#.
- In \( C_{n+2np+l+1}(l+1)n+k+1 \) there are \( 2^n \) membranes labelled by 2 such that each of them contains
  \* the \((n - (k + 1))\)-th last elements of \( \text{cod}_{n+2np+(l+1)n+k+1}(\varphi)_{l+1}^{\beta} \),
  \* the input multiset \( \text{cod}_{n+2np+(l+1)n+k+1}(\varphi)_{l+1}^{\beta} \),
  \* an object \( \gamma_{n+2np+(l+1)n+k+1} \);
  \* \( p - l \) copies of objects \( T_i \) or \( F_i \), \( k \leq i \leq n \), \( p - l \) copies if \( 1 \leq i \leq k + 1 \), corresponding to the truth assignment assigned to the branch.

- In order to prove \((b)\) it is enough to notice that, on the one hand, from \((a)\) configuration \( C_{n+3np-1} \) \(^6\) holds:
  - \( C_{n+3np-1}(0) = \{ \alpha_{n+3np-1}, \beta_{n+3np-1} \} \)
  - In \( C_{n+3np-1} \) there are \( 2^n \) membranes labelled by 1 such that each of them contains
    \* \( m \) objects \( c_{j,t} (1 \leq j \leq p, 0 \leq t \leq np-2) \), that is, the number of variables with the corresponding truth assignment that makes true clauses from \( C_1 \) to \( C_p \); and
    \* \( n + np - 1 - m \) objects \#.
  - In \( C_{n+3np-1} \) there are \( 2^n \) membranes labelled by 2 such that each of them contains
    \* the last element of \( \text{cod}_{n+3np-1}((\varphi)_p) \),
    \* an object \( \gamma_{n+3np-1} \); and
    \* an object \( T_n \) or \( F_n \) corresponding to the truth assignment assigned to the branch.

Then, configuration \( C_{n+3np-1} \) yields \( C_{n+3np} \) by applying the rules:

\[
\begin{align*}
&\begin{bmatrix} T_n & x_{n,p,n+3np-1} \\ 2 \end{bmatrix} \rightarrow c_{p,0} \begin{bmatrix} 2 \\ 2 \end{bmatrix} \\
&\begin{bmatrix} T_n & x_{n,p,n+3np-1} \\ 2 \end{bmatrix} \rightarrow \# \begin{bmatrix} 2 \\ 2 \end{bmatrix} \\
&\begin{bmatrix} T_n & x_{n,p,n+3np-1} \\ 2 \end{bmatrix} \rightarrow \# \begin{bmatrix} 2 \\ 2 \end{bmatrix} \\
&\begin{bmatrix} F_n & x_{n,p,n+3np-1} \\ 2 \end{bmatrix} \rightarrow \# \begin{bmatrix} 2 \\ 2 \end{bmatrix} \\
&\begin{bmatrix} F_n & x_{n,p,n+3np-1} \\ 2 \end{bmatrix} \rightarrow c_{p,0} \begin{bmatrix} 2 \\ 2 \end{bmatrix} \\
&\begin{bmatrix} F_n & x_{n,p,n+3np-1} \\ 2 \end{bmatrix} \rightarrow \# \begin{bmatrix} 2 \\ 2 \end{bmatrix}
\end{align*}
\]

\[\begin{align*}
&\begin{bmatrix} \alpha_{n+2np+(l+1)n+k} \end{bmatrix} \rightarrow \alpha_{n+2np+(l+1)n+k+1} \\
&\begin{bmatrix} \beta_{n+2np+(l+1)n+k} \end{bmatrix} \rightarrow \beta_{n+2np+(l+1)n+k+1} \\
&\begin{bmatrix} \gamma_{n+2np+(l+1)n+k} \end{bmatrix} \rightarrow \gamma_{n+2np+(l+1)n+k+1}
\end{align*}\]

\(^6\) Note that \( n + 3np - 1 = n + 3n(p - 1) + (n - 1) \)
\[
\begin{align*}
\{ x_{i,j,n+2np+(l+1)n+k} & \to x_{i,j,n+2np+(l+1)n+k+1} \mid 2 \} \\
\{ \overline{x}_{i,j,n+2np+(l+1)n+k} & \to \overline{x}_{i,j,n+2np+(l+1)n+k+1} \mid 2 \} \\
\{ x_{i,j,n+2np+(l+1)n+k} & \to x_{i,j,n+2np+(l+1)n+k+1} \mid 2 \} \\
\{ c_{j,t} & \to c_{j,t+1} \mid 2 \} & \text{for } 1 \leq j \leq l, 0 \leq t \leq ln + k - 1
\end{align*}
\]

Therefore, the following holds
- \( C_{n+3np}(0) = \{ \alpha_{n+3np}, \beta_{n+3np} \} \)
- In \( C_{n+3np} \) there are \( 2^n \) membranes labelled by 1 such that each of them contains
  * \( m \) objects \( c_{j,t} \) (1 \( \leq j \leq p \), 0 \( \leq t \leq np - 1 \)), that is, the number of variables with the corresponding truth assignment that makes true clauses from \( C_1 \) to \( C_p \); and
  * \( n + np - m \) objects \#.
- In \( C_{n+3np} \) there are \( 2^n \) membranes labelled by 2 such that each of them contains an object \( \gamma_{n+3np} \).

\[ \square \]

5.3 Second checking stage

At this stage, started at configuration \( C_{n+3np} \), we try to determine the truth assignments that make true the input formula \( \varphi \), using rules from 5.6. We are going to divide this stage in two phases. The first one will be devoted to send in all the objects \( c_j \), for 1 \( \leq j \leq p \) in order to get them ready for the next phase.

Let \( k = ln + i \) (0 \( \leq l \leq p - 1, 1 \leq i \leq n \)), so we can refer to each clause \((l - 1)\) when we are doing the verification. Let \( m = \sum_{j=1}^{p} m_j \), being \( m_j \) the number of objects \( c_{j,k} \) in each membrane 1 at step \( C_{n+3np} \). In this stage, we cannot be sure of how many objects \( c_{l+1,k} \) are present at each membrane when \( i \neq 0 \), so if we cannot be sure of that, we are going to say that there are \( \overline{m}_j \) (remember that \( \overline{m}_j \) is always less than or equal to \( m_j \)) objects within membrane 1. We will ignore objects \# since they have no effect from here.

**Proposition 5.** Let \( C = (C_0, C_1, \ldots, C_q) \) be a computation of the system \( II(s(\varphi)) \) with input multiset \( \text{cod}(\varphi) \).

(a) For each \( k \) (1 \( \leq k \leq np - 1 \)) at configuration \( C_{n+3np+k} \) we have the following:
- \( C_{n+3np+k}(0) = \{ \alpha_{n+3np+k}, \beta_{n+3np+k} \} \)
- There are \( 2^n \) membranes labelled by 1 such that each of them contains \( m_{l+1} \) objects \( c_{l+1,t} \) ((p - 1)n + 1 \( \leq t \leq np - 1 \)) and \( m_j \) objects \( c_{j,t} \) (l + 2 \( \leq j \leq p, ln + i \leq t \leq np - 1 \))
- There are \( 2^n \) membranes labelled by 2 such that each of them contains
  * an object \( \gamma_{n+3np+k} \); and
  * \( m_j \) objects \( c_j \) for 1 \( \leq j \leq l \) and \( m_{l+1} - \overline{m}_{l+1} \) objects \( c_{l+1} \)

\( \square \)

That is because objects \( c_{j,k} \) do not have to be created consecutively.
(b) $C_{n+4np}(0) = \{\alpha_{n+4np}, \beta_{n+4np}\}$, there are $2^n$ empty membranes labelled by 1; and $2^n$ membranes labelled by 2, such that each of them contains $m$ objects $c_j$ $(1 \leq j \leq p)$ and an object $\gamma_{n+4np}$.

Proof. (a) is going to be demonstrated by induction on $k$

- The base case $k = 1$ is trivial because: At configuration $C_{n+3np}$ we have: $C_{n+3np}(0) = \{\alpha_{n+3np}, \beta_{n+3np}\}$ and there exist $2^n$ membranes labelled by 1 containing $m$ objects $c_j$ $(1 \leq j \leq k, 0 \leq t \leq np - 1)$; and $2^n$ membranes labelled by 2 containing an object $\gamma_{n+3np}$. Then, configuration $C_{n+3np}$ yields configuration $C_{n+3np+1}$ by applying the rules:

\[
\begin{align*}
  & [\alpha_{n+3np} \rightarrow \alpha_{n+3np+1}]_0 \\
  & [\beta_{n+3np} \rightarrow \beta_{n+3np+1}]_0 \\
  & [\gamma_{n+3np} \rightarrow \gamma_{n+3np+1}]_2 \\
  & [c_{j,t} \rightarrow c_{j,t+1}]_1, \text{ for } 1 \leq j \leq p, 0 \leq k \leq np - 2 \\
  & [c_{1np-1}]_2 \rightarrow [c_1]_2
\end{align*}
\]

Thus, $C_{n+3np+1}(0) = \{\alpha_{n+3np+1}, \beta_{n+3np+1}\}$, and there exist $2^n$ membranes labelled by 2 containing $m_1$ objects $c_1$ and $m_j$ objects $c_j$ $(2 \leq j \leq p)$; and $2^n$ membranes labelled by 1 containing an object $\gamma_{n+3np+1}$ and $m_1 - m_1$ objects $c_1$.

- Supposing, by induction, result is true for $k$ $(1 \leq k \leq np - 1)$

  - $C_{n+3np+k}(0) = \{\alpha_{n+3np+k}, \beta_{n+3np+k}\}$
  - In $C_{n+3np+k}$ there are $2^n$ membranes labelled by 1 such that each of them contains $m_{l+1}$ objects $c_{l+1,t} ((p-1)n + 1 \leq t \leq np - 1)$ and $m_j$ objects $c_{j,t}$ $(l + 2 \leq j \leq p, ln + i \leq t \leq np - 1)$.
  - In $C_{n+3np+k}$ there are $2^n$ membranes labelled by 2 such that each of them contains
    * an object $\gamma_{n+3np+k}$; and
    * $m_j$ objects $c_j$ for $1 \leq j \leq l$ and $m_{l+1} - m_{l+1}$ objects $c_{l+1}$.

Then, configuration $C_{n+3np+k}$ yields configuration $C_{n+3np+k}$ by applying the rules:

\[
\begin{align*}
  & [\alpha_{n+3np+k} \rightarrow \alpha_{n+3np+k+1}]_0 \\
  & [\beta_{n+3np+k} \rightarrow \beta_{n+3np+k+1}]_0 \\
  & [\gamma_{n+3np+k} \rightarrow \gamma_{n+3np+k+1}]_2 \\
  & [c_{j,t} \rightarrow c_{j,t+1}]_1, \text{ for } l + 1 \leq j \leq p, 0 \leq k \leq np - 2 \\
  & [c_{l+1np-1}]_2 \rightarrow [c_{l+1}]_2
\end{align*}
\]

Therefore, the following holds

- $C_{n+3np+k+1}(0) = \{\alpha_{n+3np+k+1}, \beta_{n+3np+k+1}\}$
- In $C_{n+3np+k+1}$ there are $2^n$ membranes labelled by 1 such that each of them contains $m_{l+1}$ objects $c_{l+1,t+1} ((p-1)n + 1 \leq t \leq np - 1)$ and $m_j$ objects $c_{j,t+1}$ $(l + 2 \leq j \leq p, ln + i \leq t \leq np - 1)$.

\[\text{That is, if the truth assignment of variable 1 made true clause 1, then an object } c_{1,0}\text{ were created at } (2n + 2np + 1)-\text{th step, and it is going to be sent to the corresponding membrane 2. So, } m_1 - m_1\text{ can be 0 or 1 in this step.}\]
In \( C_{n+3np+k+1} \) there are \( 2^n \) membranes labelled by 2 such that each of them contains

\[ \star \text{ an object } \gamma_{n+3np+k+1}; \text{ and} \]
\[ \star \text{ } m_j \text{ objects } c_j \text{ for } 1 \leq j \leq l \text{ and } m_{l+1} - \bar{m}_{l+1} \text{ objects } c_{l+1}. \]

Hence, the result holds for \( k+1 \).

In order to prove (b) it is enough to notice that, on the one hand, from (a) configuration \( C_{n+4np-1} \) holds:

- In \( C_{n+4np-1}(0) = \{ \alpha_{n+4np-1}, \beta_{n+4np-1} \} \)
- In \( C_{n+4np-1} \) there are \( 2^n \) membranes labelled by 1 such that each of them contains

\[ \star \text{ an object } \gamma_{n+4np-1}; \text{ and} \]
\[ \star \text{ } m_{j} \text{ objects } c_{j} \text{ for } 1 \leq j \leq p \text{ and } m_{p} - \bar{m}_{p} \text{ objects } c_{p}. \]

Then, configuration \( C_{n+4np} \) yields configuration \( C_{n+4np} \) by applying the rules:

\[
\begin{align*}
\{ \alpha_{n+4np-1} \to \alpha_{n+4np} \} & \quad 0 \\
\{ \beta_{n+4np-1} \to \beta_{n+4np} \} & \quad 0 \\
\{ \gamma_{n+4np-1} \to \gamma_{n+4np} \} & \quad 2 \\
c_{p,np} & \quad 2 \to \{ c_{p} \} 2
\end{align*}
\]

Then, we have \( C_{n+4np}(0) = \{ \alpha_{n+4np}, \beta_{n+4np} \} \), and there exist \( 2^n \) empty membranes labelled by 1; and there exist \( 2^n \) membranes labelled by 2 containing an object \( \gamma_{n+4np} \) and \( m \) objects \( c_{j} \) (\( 1 \leq j \leq p \)).

When objects \( c_{j} \) are within the membranes labelled by 2, we can start to check if all the clauses of the input formula \( \varphi \) are satisfied by any truth assignment. As we use objects \( c_{j} \) to denote that clause \( C_{j} \) has been satisfied by some variable, it can be possible that some \( c_{j} \) are missing, that is, that for some \( j \), \( 1 \leq j \leq p \), \( c_{j} \) does not appear in any membrane labelled by 2 in \( C_{2n+4np} \). Let \( \tilde{j} \) be the index \( j \) of that clause. It is going to take \( 2p \) steps.

**Proposition 6.** Let \( C = \langle C_{0}, C_{1}, \ldots, C_{q} \rangle \) be a computation of the system \( \Pi(s(\varphi)) \) with input multiset \( \text{cod}(\varphi) \).

(a) For each \( 2k+1 \) \((0 \leq k \leq p-1) \) at configuration \( C_{n+4np+2k+1} \) we have the following:

- In \( C_{n+4np+k+1} \) there are \( 2^n \) membranes labelled by 1 such that each of them contains an object \( d_{k+1} \) if and only if the truth assignment associated to the branch makes true the first \( k+1 \) clauses.

\[ \begin{align*}
\text{There are } & 2^n \text{ membranes labelled by 2 such that each of them contains} \\
\text{an object } & d_{k+1} \text{ if and only if the truth assignment associated to the branch makes true the first } k+1 \text{ clauses.}
\end{align*} \]

\[ ^9 \text{In this case, } \bar{m}_{p} \text{ can only take two values: 0 or 1.} \]

\[ ^{10} \text{If } \tilde{j} \text{ is not defined, we are going to suppose that it is equal to } p+1. \]
\* an object $\gamma_{n+4np}$ or $d_{j-1}$ (respectively, an object $d_k$) if the corresponding truth assignment does not make true (resp., makes true) the clause $C_1$ or $C_j$ ($2 \leq j \leq p$) (resp., the first $k$ clauses); and
\* $m_j - 1$ objects $c_j$ for $1 \leq j \leq \min(j,k+1)$ and $m_j$ objects $c_j$ for $\min(j,k+2) \leq j \leq p$.

(a) For each $2k$ ($1 \leq k \leq p-2$) at configuration $C_{n+4np+2k}$ we have the following:
- $C_{n+4np+2k}(0) = \{\alpha_{n+4np+2k}, \beta_{n+4np+2k}\}$
- There are $2^n$ empty membranes labelled by 1.
- There are $2^n$ empty membranes labelled by 2 such that each of them contains
  \* an object $\gamma_{n+4np}$ or $d_{j-1}$ if the corresponding truth assignment does not
    make true the clause $C_1$ or $C_j$ ($2 \leq j \leq p$); and
  \* $m_j - 1$ objects $c_j$ for $1 \leq j \leq \min(j,k)$ and $m_j$ objects $c_j$ for $\min(j,k+1) \leq j \leq p$.

(b) $C_{n+4np+2p-1}(0) = \{\alpha_{n+4np+2p-1}, \beta_{n+4np+2p-1}\}$, and in $C_{n+4np+2p-1}$ there are $2^n$ membranes labelled by 1, such that each of them contains an object $d_p$ if and only if the corresponding truth assignment makes true the input formula $\varphi$ ($d_{j-1}$ otherwise); and $2^n$ membranes labelled by 2, such that each of them contains $m_j - 1$ objects $c_j$ for $1 \leq j \leq \min(j,k+1)$, $m_j$ objects $c_j$ for $\min(j,k+1) \leq j \leq p$ and an object $\gamma_{n+4np}$ (respectively, $d_j$) if clause $C_1$ (resp., $C_j$) is not satisfied by the corresponding truth assignment.

**Proof.** (a) is going to be demonstrated by induction on $k$

- The base case $k = 1$ is trivial because:
  (a) at configuration $C_{n+4np}$ we have: $C_{n+4np}(0) = \{\alpha_{n+4np}, \beta_{n+4np}\}$ and there exist $2^n$ empty membranes labelled by 1; and there exist $2^n$ membranes labelled by 2 containing an object $\gamma_{n+4np}$ and $m$ objects $c_j$ ($1 \leq j \leq p$).
  Then, configuration $C_{n+4np}$ yields configuration $C_{n+4np+1}$ by applying the rules:
    \[
    \[
    \alpha_{n+4np} \rightarrow \alpha_{n+4np+1} \]
    \[
    \beta_{n+4np} \rightarrow \beta_{n+4np+1} \]
    \[
    \gamma_{4np+2n} \rightarrow d_1 \]
  \]
  (a) at $C_{n+4np+1}(0) = \{\alpha_{n+4np+1}, \beta_{n+4np+1}\}$ and there exist $2^n$ membranes labelled by 1 containing an object $d_1$ if and only if there was at least one object $c_1$ within membrane labelled by 1 at configuration $C_{n+4np}$; and $2^n$ membranes labelled by 2 containing an object $\gamma_{n+4np}$ if and only if there were no objects $c_1$ at configuration $C_{n+4np}$, $m_1 - 1$ (respectively, $m_1$) objects $c_1$ if there was any object $c_j$ in this membrane in the previous configuration (resp., $m_1$) and $m_j$ objects $c_j$ for $2 \leq j \leq p$. Then, the configuration $C_{n+4np+1}$ yields configuration $C_{n+4np+2}$ by applying the rules:
    \[
    \[
    \alpha_{n+4np+1} \rightarrow \alpha_{n+4np+2} \]
    \[
    \beta_{n+4np+1} \rightarrow \beta_{n+4np+2} \]
    \[
    d_1 \rightarrow d_1 \]
  \]
  Thus, $C_{n+4np+2}(0) = \{\alpha_{n+4np+2}, \beta_{n+4np+2}\}$, and there exist $2^n$ empty membranes labelled by 1; and there exist $2^n$ membranes labelled by 2.
containing an object \( d_1 \) (respectively, \( \gamma_{n+4np} \)) if the corresponding truth assignment makes true (resp., doesn’t make true) clause \( C_1 \), \( m_1 - 1 \) (resp., \( m_1 \)) objects \( c_1 \) and \( m_j \) objects \( c_j \) for \( 1 \leq j \leq p \). Hence, the result holds for \( k = 1 \).

- Supposing, by induction, result is true for \( k (0 \leq k \leq p - 1) \)
  - \( C_{n+4np+2k}(0) = \{ \alpha_{n+4np+2k}, \beta_{n+4np+2k} \} \)
  - In \( C_{n+4np+2k} \) there are \( 2^n \) empty membranes labelled by 1.
  - In \( C_{n+4np+2k} \) there are \( 2^n \) membranes labelled by 2 such that each of them contains
    * an object \( \gamma_{n+4np} \) or \( d_{j-1} \) (respectively, an object \( d_k \)) if the corresponding truth assignment does not make true (resp., makes true) the clause \( C_1 \) or \( C_j \) (\( 2 \leq j \leq p \)) (resp., the first \( k \) clauses); and
    * \( m_j - 1 \) objects \( c_j \) for \( 1 \leq j \leq \min(j,k+1) \) and \( m_j \) objects \( c_j \) for \( \min(j,k+2) \leq j \leq p \).

Then, configuration \( C_{n+4np+2k} \) yields configuration \( C_{n+4np+2k+1} \) by applying the rules:

\[
\begin{align*}
\alpha_{n+4np+2k} & \rightarrow \alpha_{n+4np+2k+1} \\
\beta_{n+4np+2k} & \rightarrow \beta_{n+4np+2k+1} \\
d_k & \rightarrow d_{k+1}
\end{align*}
\]

Therefore, the following holds

- \( C_{n+4np+2k+1}(0) = \{ \alpha_{n+4np+2k+1}, \beta_{n+4np+2k+1} \} \)
- In \( C_{n+4np+2k+1} \) there are \( 2^n \) membranes labelled by 1 such that each of them contains an object \( d_{k+1} \) if and only if the corresponding truth assignment makes true the first \( k + 1 \) clauses.
- In \( C_{n+4np+2k+1} \) there are \( 2^n \) membranes labelled by 2 such that each of them contains
    * an object \( \gamma_{n+4np} \) or \( d_{j-1} \) if the corresponding truth assignment does not make true the clause \( C_1 \) or \( C_j \) (\( 2 \leq j \leq p \)); and
    * \( m_j - 1 \) objects \( c_j \) for \( 1 \leq j \leq \min(j,k+1) \) and \( m_j \) objects \( c_j \) for \( \min(j,k+2) \leq j \leq p \).

Then, configuration \( C_{n+4np+2k+1} \) yields configuration \( C_{n+4np+2k+2} \) by applying the rules:

\[
\begin{align*}
\alpha_{n+4np+2k+1} & \rightarrow \alpha_{n+4np+2k+2} \\
\beta_{n+4np+2k+1} & \rightarrow \beta_{n+4np+2k+2} \\
d_{k+1} & \rightarrow d_{k+1}
\end{align*}
\]

Therefore, the following holds

- \( C_{n+4np+2k+2}(0) = \{ \alpha_{n+4np+2k+2}, \beta_{n+4np+2k+2} \} \)
- In \( C_{n+4np+2k+2} \) there are \( 2^n \) empty membranes labelled by 1.
- In \( C_{n+4np+2k+2} \) there are \( 2^n \) membranes labelled by 2 such that each of them contains
    * an object \( \gamma_{n+4np} \) or \( d_{j-1} \) (respectively, an object \( d_{k+1} \)) if the corresponding truth assignment does not make true (resp., makes true) the clause \( C_1 \) or \( C_j \) (\( 2 \leq j \leq p \)) (resp., the first \( k + 1 \) clauses); and
\[ m_j - 1 \text{ objects } c_j \text{ for } 1 \leq j \leq \min(j,k+2) \text{ and } m_j \text{ objects } c_j \text{ for } \min(j,k+3) \leq j \leq p. \]

Hence, the result holds for \( k + 1 \).

- In order to prove (b) it is enough to notice that, on the one hand, from (a) configuration \( C_{n+4np+2p-2} \) holds:
  - \( C_{n+4np+2p-2(0)} = \{ \alpha_{n+4np+2p-2}, \beta_{n+4np+2p-2} \} \)
  - In \( C_{n+4np+2p-2} \) there are \( 2^n \) empty membranes labelled by 1.
  - In \( C_{n+4np+2p-2} \) there are \( 2^n \) membranes labelled by 2 such that each of them contains
    - an object \( \gamma_{n+4np} \) or \( d_{j-1} \) (respectively, \( d_{p-1} \)) if the corresponding truth assignment does not make true the clause \( C_1 \) or \( C_j \) (\( 2 \leq j \leq p - 1 \)) (resp., makes true clauses \( C_j \) (\( 1 \leq j \leq p - 1 \)); and

- \( m_j - 1 \text{ objects } c_j \text{ for } 1 \leq j \leq \min(j,p-1) \) and \( m_j \text{ objects } c_j \text{ for } \min(j,p) \leq j \leq p \)

Then, configuration \( C_{n+4np+2p-2} \) yields configuration \( C_{n+4np+2p-1} \) by applying the rules:

\[
\begin{align*}
[ \alpha_{n+4np+2p-2} \rightarrow \alpha_{n+4np+2p-1} ]_0 \\
[ \beta_{n+4np+2p-2} \rightarrow \beta_{n+4np+2p-1} ]_0 \\
[ d_{p-1} c_p ]_2 \longrightarrow d_p [ \ ]_2
\end{align*}
\]

Then, we have \( C_{n+4np+2p-1(0)} = \{ \alpha_{n+4np+2p-1}, \beta_{n+4np+2p-1} \} \), and in \( C_{n+4np+2p-1} \) there are \( 2^n \) membranes labelled by 1, such that each of them contains an object \( d_p \) if and only if the corresponding truth assignment makes true the input formula \( \varphi \) (\( d_{j-1} \) otherwise); and \( 2^n \) membranes labelled by 2, such that each of them contains \( m_j - 1 \) objects \( c_j \) for \( 1 \leq j \leq \min(j,p+1) \), \( m_j \) objects \( c_j \) for \( \min(j,p+1) \leq j \leq p \) and an object \( \gamma_{n+4np} \) (respectively, \( d_j \)) if clause \( C_1 \) (resp., \( C_j \)) is not satisfied by the corresponding truth assignment.

\[ \square \]

### 5.4 Output stage

The output phase starts at configuration \( C_{n+4np+2p-1} \), and takes exactly two steps when there is an affirmative answer and three steps when there is a negative one. Rules from 5.7 are devoted to compute this stage.

- **Affirmative answer**: In this case, at configuration \( C_{n+4np+2p-1} \), in some membrane 1 there is an object \( d_p \). By applying the rule \( [ d_p ]_1 \rightarrow d_p [ ]_1 \) (at the same time that \( [ \alpha_{n+4np+2p-1} \rightarrow \alpha_{n+4np+2p} ]_0 \) and \( [ \beta_{n+4np+2p-1} \rightarrow \beta_{n+4np+2p} ]_0 \) are executed), an object \( d_p \) is produced in membrane 0. Then by applying the rules \( [ \sigma_{n+4np+2p} d_p ]_0 \rightarrow \text{yes} [ ]_0 \) and \( [ \beta_{n+4np+2p} \rightarrow \beta_{n+4np+2p+1} ]_0 \), an object \( \text{yes} \) is released to environment and the computation halts.
- **Negative answer:** In this case, at configuration $C_{n+4np+2p-1}$, there are no membranes labelled by 1 that contains an object $d_p$, so the only rules executed are $[\alpha_{n+4np+2p-1} \rightarrow \alpha_{n+4np+2p}]_0$ and $[\beta_{n+4np+2p-1} \rightarrow \beta_{n+4np+2p}]_0$. Rule $[\beta_{n+4np+2p} \rightarrow \beta_{n+4np+2p+1}]_0$ is executed in the next step. Thus, at configuration $C_{n+4np+2p+1}$ in membrane labelled by 0 we execute have a copy of object $\alpha_{n+4np+2p}$ and a copy of object $\beta_{n+4np+2p+1}$. By applying the rule $[\alpha_{n+4np+2p} \beta_{4np+n+2p+1}]_0 \rightarrow \text{no}$ an object $\text{no}$ is released to the environment and then the computation halts.

### 5.5 Result

**Theorem 1.** $\text{SAT} \in \text{PMC}_{\text{DAM}^0(+e_s,\text{mcmpout},-d,+n)}$.

**Proof.** The family $\Pi$ of P systems previously constructed verifies the following:

(a) The family $\Pi$ is polynomially uniform by Turing machines because for each $n,p \in \mathbb{N}$, the rules of $\Pi((n,p))$ of the family are recursively defined from $n,p \in \mathbb{N}$, and the amount of resources needed to build an element of the family is of a polynomial order in $n$ and $p$, as shown below:

- Size of the alphabet: $\frac{15n^2p^2}{2} + 3n^2p + 3n^2 + np^2 + \frac{25n^2}{2} + 5n + 6p + 6 \in \Theta(n^2p^2)$.
- Initial number of membranes: $3 \in \Theta(1)$.
- Initial number of objects in membranes: $3np + n + 3 \in \Theta(np)$.
- Number of rules: $\frac{15n^2p^2}{2} + 7n^3p + np^2 + \frac{33np}{2} + 4n + 6p + 4 \in \Theta(n^2p^2)$.
- Maximal number of objects involved in any rule: $3 \in \Theta(1)$.

(b) The family $\Pi$ is polynomially bounded with regard to $(\text{SAT},\text{cod},s)$: indeed for each instance $\varphi$ of the SAT problem, any computation of the system $\Pi(s(\varphi))$ with input multiset $\text{cod}(\varphi)$ takes at most $2n + 4np + 2p + 5$ computation steps.

(e) The family $\Pi$ is sound with regard to $(\text{SAT},\text{cod},s)$: indeed for each instance $\varphi$ of the SAT problem, if the computation of $\Pi(s(\varphi)) + \text{cod}(\varphi)$ is an accepting computation, then $\varphi$ is satisfiable.

(f) The family $\Pi$ is complete with regard to $(\text{SAT},\text{cod},s)$: indeed, for each instance $\varphi$ of the SAT problem such that $\varphi$ is satisfiable, any computation of $\Pi(s(\varphi)) + \text{cod}(\varphi)$ is an accepting computation.

Therefore, the family $\Pi$ of P systems previously constructed solves the SAT problem in polynomial time and in a uniform way.

**Corollary 1.** $\text{NP} \cup \text{co-NP} \subseteq \text{PMC}_{\text{DAM}^0(+e_s,\text{mcmpout},-d,+n)}$.

**Proof.** It suffices to notice that the SAT problem is a NP-complete problem, $\text{SAT} \in \text{PMC}_{\text{DAM}^0(+e_s,\text{mcmpout},-d,+n)}$, and the complexity class $\text{PMC}_{\text{DAM}^0(+e_s,\text{mcmpout},-d,+n)}$ is closed under polynomial-time reduction and under complement.
6 Conclusions

From a computational complexity point of view and assuming that $P \neq NP$, dissolution rules play a crucial role in classical polarizationless P systems with active membranes where there is no cooperation, no changing labels neither priorities. In that framework, $\text{PSPACE}$-complete problems can be solved in polynomial time when dissolution rules and division for elementary and non-elementary membranes are permitted. However, dissolution rules and division rules for non-elementary membranes can be replaced by minimal cooperation (the left-hand side of the rules has at most two objects) and minimal production (the right-hand side of the rules has at most two objects) in object evolution rules in order to obtain the computational efficiency [11].

In this paper, the ingredient of minimal cooperation and minimal production in object evolution rules is replaced by minimal cooperation and minimal production in send-out communication rules but we have need to use division for non-elementary membranes. The new systems considered are able to efficiently solve computational hard problems even by considering simple object evolution rules, that is, these kind of rules only produce one object. An analogous result can be obtained if minimal cooperation and minimal production are considered only for send-in rules, instead of send-out rules ([12]).

The case where only elementary division is allowed, while keeping the restriction that minimal cooperation and minimal production are used in communication rules of the same direction (only out or only in) remains as future work, as well as the case where division rules are replaced by separation rules.

What about the class $\mathcal{SAM}^0(\pm e, mcmp_{out}, -d, +n)$? That is, what happens if we revisit the framework studied in this paper but replacing division rules by separation rules? We can adapt the reasoning used in the proof of $P = \text{PMC}_{\mathcal{SAM}^0_{\text{imp},(-d,-n)}}$ (see [10]), and we can prove that by using families of recognizer membrane systems belonging to this class, only problems in class $P$ can be solved in polynomial time.
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