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Summary. The aim of this work is to reduce the time that a membrane spends in
working out the active rules subset in every evolution step. With this purpose, it is
proposed carrying out a previous static analysis over the Transition P system, obtaning
a decision tree with the collected information. In such a way that active rules subset will
be determined as a classification problem. It will be shown advantages of incorporating
decision trees for this task, and also an analysis of suitability in some architectures
proposed to implement Transition P systems. Specifically, architectures based on a cluster
of computers and microcontrollers.

1 Introduction

Membrane Computing was introduced by Gh. Paun in [8], as a new branch of
natural computing, inspired on living cells. Membrane systems establish a formal
framework in which a simplified model of cells constitutes a computational device.
Starting from a basic model, Transition P Systems, many different variants have
been considered; and many of them have been proved to be, in computational
power, equivalent to the Turing Machine. A Transition P System evolves through
transitions between two consecutive configurations that are determined by the
membrane structure and multisets present inside membranes. It can be considered
two sequential phases in every transition step: application of evolution rules inside
membranes, and communication among membranes in the system. The present
work is focused on optimizing the first one.

The first task in application of evolution rules inside a membrane phase is to
determine whether each rule is active or not. The subset of active rules will be
applied subsequently in a maximal parallel and non deterministic way. There are
many papers in which the main goal is to improve the internal parallelism of the
membrane, in such a way that several active rules can be applied simultaneously.
However, as regards optimization of the process of obtaining active rules, only the
work carried out by Ferndndez et al. [4] can be mentioned. The main goal of the
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present work is to propose decision trees as an optimized solution for determining
active rules in some architectures.

Architectures based on a cluster of computers connected by a local net
[9], [3], [10], [1] and [2]. Each computer houses several membranes, reaching a cer-
tain degree of parallelism. We want to point out the analysis carried out in [10] in
which Tejedor et al. try particularly to tackle the bottleneck communication prob-
lem, proposing an architecture that avoids communication collisions and reduces
the number and lenght of external communications. They conclude that ”if it is
possible to make that application time be N faster times [...] the number of mem-
branes that would be run in a processor would be multiplied by v/N, the number
of required processors would be divided by the same factor and the time required
to perform an evolution step would improve approximately with the same factor
V/N”. The goal of the present work fits just in this context, we will try to reduce
the application time inside a membrane.

Architectures based on microcontrollers. This line of implementing P
systems has been proposed by Gutierrez et al. in [6] and [7]. It consists in a low
cost hardware based on microcontrollers PIC16F88 that making use of external
memory modules is able to solve the problem of small capacity of storage in these
devices. It means a flexible solution due to microcontrollers allow to be software
programmed. Figure 1 contains a picture with a real implementation. The repre-
sented microcontroller has been adapted to perform membrane execution. Besides,
it has been designed to be connected up to with 254 additional microcontrollers.

Micracontroller

Trainer

Fig. 1. Circuit with a microcontroller PIC16F88 for implementing P systems.

2 Conditions for an evolution rule to be active

An evolution rule in membrane ¢ can be applied in an evolution step if it fulfils
three requisites: useful, applicable and active. A rule r; is useful if all targets are
adjacent to membrane ¢ and not inhibited. A useful rule r; is applicable if its
antecedent is included in the multiset of membrane <. Finally, an applicable rule
r; is active if there is no other applicable rule with higher priority.
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The usefulness state concept for determining useful rules is going to be an
important issue for the present paper. It was introduced in [5]. This state allows
any membrane to know the set of child membranes with which communication is
feasible, that is to say, adjacent and not inhibited membranes. This set of child
membranes constitute the membrane context, which changes dynamically as mem-
branes are dissolved or inhibited in the P system. The set of usefulness states for a
membrane ¢ in a Transition P system can be obtained statically at analysis time,
as it is detailed in [5].
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Fig. 2. An example of transition P system

Figure 2 represents an example of a Transition P system. Only rules associated
to membrane 1 are detailed. Symbol ¢ in membranes 2, 4 and 6 represents the
possibility of these membranes to be dissolved by application of some rules inside
them. The symbol 7 represents the possibility of inhibition for membranes 2 and
6 by the same cause. Usefulness states for membrane 1, together with their corre-
sponding contexts, are depicted in first and second columns of table 1. Futhermore,
it can be obtained statically the set of useful rules from a given usefulness state
¢;- Third and fourth columns in table 1 represent useful rules for every usefulness
state.

Usefulness state|Context|Useful rules|Useful rules when permeable
qo (1001) {2, 3} r1,72,Ts5 T3
q1 (0111) {4, 57 3} r2,7T4,75
g2 (0011) {5, 3} 72,75
qs (0001) {3} r2,T5

Table 1. Usefulness states for membrane 1
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Usefulness states are proposed to be encoded in [5] by means of the total
context of a membrane, defined as the set of all membranes that eventually
can become children of that membrane. For instance, in our example of figure
1, TC(1) = {2,4,5,3}. Each one of the usefulness states for a membrane i is en-
coded by T'C(i), depending on its context, with binary logic. Thus, the usefulness
state qo, that represents the context {2,3}, is encoded as 1001.

3 Decision trees for active rules

A decision tree is a tool that allows to determine the class which one element
belongs to, depending on the values of some attributes or properties of the element.
Each non-leaf node of a decision tree corresponds to an input attribute, and each
arc to a possible value of that attribute. A leaf node corresponds to the expected
value of the output attribute, that is to say, the element classification. An element
is classified by starting at the root node of the decision tree, testing the attribute
specified by this node and moving down the tree branch corresponding to the value
of the attribute. This process is repeated until a leaf node is reached. There are
a lot of algorithms to generate decision trees. Specifically ID3 is an outstanding
algorithm belonging to TDIDT family (Top-Down Induction of Decision Trees).
Ferndndez et al. in [4] proposed incorporating decision trees in the calculus of
evolution rules applicability. They reach an important reduction of the number of
checks necessary for determining the applicable rules subset. The present work,
supporting in usefulness states analysis, tries to extend those decision trees, in
such a way that conditions for usefulness and priorities among rules will be also
taken into account. The decision tree for a membrane will classify the state of that
membrane in every evolution step, determining the current active rules subset.

3.1 Attributes

The set of attributes A; is established as properties necessary to define a state or
situation of the membrane i in the P System. Specifically, the set A; consists of
the following attributes:

1. Necessary attributes to set up the usefulness state of membrane i. Thus, there
will be one attribute for each membrane belonging to membrane i total context.
The associated value will be true if the represented child membrane belongs
to the current usefulness state.

AiD{a=m; | jeTC()}

2. One attribute more to determine inhibition in the permeability state of mem-
brane i. The value true corresponds with membrane inhibition.



214 J.A. de Frutos, L. Ferndndez, F. Arroyo

3. Furthermore, as proposed in [4], we consider attributes for applicability of
rules. These attributes represent the set of weight checks between objects from
the membrane multiset and objects from antecedents of evolution rules. Nei-
ther repetitions nor checks with zero are considered.

Aio{a=wly > k| linput(r)|ly =k AN k#0 VueU}

Where |w/|, represents the weight of the symbol © in w (multiset of membrane
i); and |input(r)|, is the weight of the symbol u in the antecedent of r.

As every possible membrane situation will be considered with an instance, the
amount of instances in the training data for a membrane i is the following:

1Bl = 1Qil = [T (1o +1)

uelU

where |Q;| is the number of usefulness states for membrane ¢, and |C}¥| is the
number of different checks with symbol v in any rule antecedent of membrane
i, that is to say, attributes with the form |wl|, > k. Besides, if membrane i has
inhibiting capability, this value has to be multiplied by 2 in order to consider
attribute I.

E m, | my ms m; I [Wiazd | (W22 | [Wh=S | Wh=2 | (Wl C
1001Ta%° | Yes | No No | Yes | Yes No No No No No @
1001Ta%! | Yes | No No | Yes | Yes No No No No Yes @
1001Ta%2 | Yes | No No | Yes | Yes No No No Yes Yes @
1001Ta%% | Yes | No | No | Yes | Yes No No Yes Yes Ves Z
1001Ta%"% | Yes | No | No | Yes | Yes No Yes No No No @
1001Ia%b! | Yes | No No | Yes | Yes No Yes No No Yes {r;}
1001Ia%b? | Yes | No No | Yes | Yes No Yes No Yes Yes | 4ria;)
1001Ta%b® | Yes | No | No | Yes | Ves No Yes Yes Yes Yes | {ryaq)
1001Ta*h" | Yes | No | No | Yes | Yes Yes Yes No No No @
1001Ia%*! | Yes | No | No | Yes | Yes Yes Yes No No Yes {r+
1001Ia%b2 | Yes | No No | Yes | Yes Yes Yes No Yes Yes | {ria;)
1001Ta*3® | Yes | No | No | Yes | Yes Yes Yes Yes Yes Yes | {rp.aq}

Fig. 3. Instances of membrane 1 for ID3 algorithm

Coming back to the example of P system introduced in figure 1, attributes for
membrane 1 are the following:

As TC(1) = {2,4,5,3}, four attributes are needed: msy, my, ms, ms.

As membrane 1 has inhibiting capability, an attribute I has to be included.
Finally, the different checks for applicability in evolution rules are the following:
|wle >4, |wle > 2, Jw|p > 5, |w|p > 2 and |w|p, > 1.
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The resulting training data for membrane 1 are shown in figure 3. As example,
1001Ia2b® represents the instance in which usefulness state is 1001, permeability
state is inhibited, the amount of objects a is at least 2, but not more than 4, and
finally, the amount of objects b is at least 5.

3.2 Classification

Each instance is classified into the corresponding set of active rules, as it is shown
in figure 3. This task is carried out at analysis time as follows:

e Firstly, useful rules are obtained from the usefulness state and the permeability
state (table 1). For instance, 10017a%b° corresponds with the set of useful rules
{7‘1, T, 7‘5}.

e Secondly, attributes related to checks of objects weights in multiset determine
the applicability property of every useful rule, as it is detailed in [4]. For in-
stance, 10017a?b° corresponds with the set of applicable rules {ry, 72, 75}, due
to every useful rule is also applicable.

e Lastly, priorities among rules have to be considered in order to get the active
rules subset, which implies to determine the maximal over the priority relation
of the applicable rules subset. With this aim, we have to work out a transitivity
matrix (M) expressing the priority relation. Then the maximal is obtained as
follows:

C = Maz(Applicable) = Applicable A —(Applicable x M)

Following with our example 10017a?b°, two priorities are defined for mem-
brane 1: r1 > rg and r3 > rs, which determine a transitivity matrix M.
If we represent the applicable rules subset with binary logic as 11001, then
C = Maxz(11001) = (11001) A —((11001) x M) = 11000, representing
{ri,ra}.

Therefore, all instances are available at analysis time. Thus ID3 algorithm can
be applied obtaining a decision tree. Specifically, decision tree corresponding to
membrane 1 of our example is depicted in figure 4.

Such decision tree can be easily software implemented. Besides, as computation
of active rules is a process performed inside every membrane in every evolution
step, we propose optimizing it with an assembly language. Anyway, this sofware
is a suitable solution for architectures based on a cluster of processors, such as [9],
[10], [1] and [2], in which each membrane evolves in a single process. Such process
would contain the software obtained for the decision tree. As regards architectures
based on microcontrollers PIC16F88, decision trees solution fits properly, due to
microcontrollers can be software programmed. More precisely, in [7] Gutierrez et
al. made use of the microchip MPLAB IDE integrated environment, in which the
tool MPASM allows to work with assembly code. An additional advantage is the
avoidance of the transitivity matrix, which is important due to the problem of
scarce memory for data in microcontrollers.
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Fig. 4. Decision tree obtained by ID3 algorithm for membrane 1
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4 Analysis of results and conclusions

Now, we are going to compare decision trees as proposed here with classical so-
lutions for obtaining active rules, which consist of three sequential algorithms,
determining useful, applicable and active evolution rules respectively. Table 2 sum-
marizes the results obtained in this comparison, where |R| represents the number
of evolution rules in the membrane, |T'C| is the length of the membrane total
context, |U| is the amount of symbols in the alphabet and |C}| is the number of
different checks for applicability.

Useful rules Applicable rules| Active rules
Classical Algorithms O(n) O(n) O(n?) + O(n)
= [RI«(TC|+ 1| n = |R[*|U] n = |R|
Decision tree O(n)
= |TO|+1+3 v ICY

Table 2. Complexity order of algorithms for obtaining active rules

From this comparison, we conclude that decision tree solution performs a fewer
number of operations than classical solutions. Additionally, we have applied both
kind of solutions to a set of published P systems and results confirm our conclusion.
Specifically, the total amount of operations in decision trees vary from 11,32% to
21,21% of the total amount of operations in classical algorithms.

As regards memory requirements, we have to point out some remarks. A deci-
sion tree handicap is the need to keep a different code for every membrane. On the
other hand, a decision tree advantage is the avoidance of the transitivity matrix.
Finally, we have to mention that decision trees could grow up significantly when
the number of attributes is high. Then, depending on the implementation archi-
tecture, memory space could be insufficient for decision trees and consecuently
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classical algorithms had to be chosen. Anyway, as decision tree is obtained at
analysis time, the best solution can be determined at that time.

As conclusion, decision tree solution is significantly more efficient than classical
solutions for determining active rules. Moreover, some architectures for implement-
ing P systems can get profit from this proposal, such as architectures based on
a cluster of computers and architectures based on microcontrollers. Finally, ac-
cording with the work carried out by Tejedor et al. in [10], this solution means
improvements on some architectures proposed to tackle the communication bot-
tleneck problem, such as reduction of the total time of an evolution step, increase
of the number of membranes that could run on a processor and reduction of the
number of processors.
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