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Summary. Array grammars have been studied in the framework of Membrane Comput-
ing by using rewriting rules from transition P systems. In this paper we present a new
approach to dealing with array grammars by using tissue-like P systems and present an
application to the segmentation of images in two dimensional computer graphics.

1 Introduction

Array grammars can be considered as a straightforward extension of string gram-
mars to two dimensional pictures. Such pictures are sets of symbols placed in the
points with integer coordinates of the plane. They have been widely studied and
have a large tradition in the literature (see, e.g. [2, 6, 16, 22]).

Recently, Membrane Computing has also approximated to array grammars by
setting bridges between both areas (see, e.g. [1, 14, 20]). The basic idea in such
approaches is considering an array (i.e., a finite set of objects placed in points of
the plane with integer coordinates) as a P system object and using rewriting rules
of the type used in transition P systems [13] for replacing it. The type of rule used
is x → y(tar) where x → y is a context-free rule and tar ∈ here, out, in is the
target which indicates the membrane where the generated object will be placed.
Such rewriting rules capture the idea of array production p : A → B with A and
B arrays.

In this paper we present a new approach for linking Membrane Computing to
array grammars. Instead of using transition P systems to handle the arrays we
propose to use tissue-like P systems. This approach allows us to use the power
of symport-antiport rules for designing Membrane Computing algorithms which
deal with array objects. In such P system model, the rules are of type (i, u/v, j)
with the following interpretation: If the multiset u occurs in a membrane with
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label i and the multiset v occurs in a membrane with label j, both multiset can
be interchanged. We consider an extension of this type of rules. We will consider
that two arrays A and B can appear (respectively) in the multisets u and v. The
semantics of such rule will be explained below, but the intuition is that the arrays
in the membranes i and j will be partially modified.

As a case study, we present an application of array tissue-like P systems to the
Segmentation Problem in computer vision.

Segmentation in computer vision (see [8]), refers to the process of partitioning a
digital image into multiple segments (sets of pixels). The goal of segmentation is to
simplify and/or change the representation of an image into something that is more
meaningful and easier to analyze for an human. Image segmentation is typically
used to locate objects and boundaries (lines, curves, etc.) in images. More precisely,
image segmentation is the process of assigning a label to every pixel in an image
such that pixels with the same label share certain visual characteristics.

In the literature, there exists different techniques to segment an image. Some of
them are clustering methods [23], histogram-based methods [21], Watershed trans-
formation methods [25] or graph partitioning methods [24]. Some of the practical
applications of image segmentation are medical imaging [23], the study of anatom-
ical structure, locate objects in satellite images (roads, forests, etc.) [19] or face
recognition [7] among others.

The paper is organized as follows: First we briefly recall some basic definitions
related to graphs and multisets and introduce our definition of pixel and array.
Next, we introduce a new P system model called Array tissue-like P systems on
the basis of tissue P systems. In Section 4, this P system model is used to find a
solution to the segmentation problem in Digital Image.

2 Definitions

An alphabet, Σ, is a non-empty set, whose elements are called symbols. An ordered
sequence of symbols is a string. The number of symbols in a string u is the length
of the string, and it is denoted by |u|. As usual, the empty string (of length 0) is
denoted by λ. The set of strings of length n built with symbols from the alphabet Σ
is denoted by Σn and Σ∗ = ∪n≥0Σ

n. A language over Σ is a subset of Σ∗. A mul-
tiset over a set A is a pair (A, f) where f : A → N is a mapping. If m = (A, f) is a
multiset then its support is defined as supp(m) = {x ∈ A | f(x) > 0} and its size is
defined as

∑
x∈A f(x). A multiset is empty (resp. finite) if its support is the empty

set (resp. finite). If m = (A, f) is a finite multiset over A, then it is denoted by
m = a

f(a1)
1 a

f(a2)
2 · · · af(ak)

k , where supp(m) = {a1, . . . , ak}, and for each element
ai, f(ai) is called the multiplicity of ai. An undirected graph G is a pair G = (V, E)
where V is the set of vertices and E is the set of edges, each one of which is an
(unordered) pair of (different) vertices. If {u, v} ∈ E, we say that u is adjacent to
v (and also v is adjacent to u). The degree of v ∈ V is the number of adjacent
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vertices to v. In what follows we assume that the reader is already familiar with
the basic notions and the terminology underlying P systems3.

Next, we give a formalization of the arrays considered in this paper.

Definition 1. Given a finite set V , called an alphabet of colors, a pixel on V is a
pair 〈x, v〉 such that x ∈ Z2 and v ∈ V . An array on V , A, is a finite set of pixels
such that if 〈x1, v1〉, 〈x2, v2〉 ∈ A and v1 6= v2 then x1 6= x2. Finally, the support
of the array A is the set supp(A) = {x ∈ Z2 | ∃v ∈ V such that 〈x, v〉 ∈ A}.

Given an array A and z ∈ Z2, we will denote by A + z the set

A + z = {〈x + z, v〉 | 〈x, v〉 ∈ A}
Example 1. Let V = {R, G,B} be the alphabet of colors and A the array on V
A = {〈(3, 2), R〉, 〈(3, 3), G〉, 〈(5, 5), G〉}. Let us consider z = (−2, 1) ∈ Z2. The
array A + z is {〈(1, 3), R〉, 〈(1, 4), G〉, 〈(3, 6), G〉}.

If there are no confusion about the alphabet of colors, we will omit it and we
talk about pixels. As usual, we will denote by V ∗2 the set of all two dimensional
arrays over V .

3 Array Tissue-like P Systems

In the initial definition of the cell-like model of P systems [12], membranes are hi-
erarchically arranged in a tree-like structure. Its biological inspiration comes from
the morphology of cells, where small vesicles are surrounded by larger ones. This
biological structure can be abstracted into a tree-like graph, where the root repre-
sents the skin of the cell (i.e. the outermost membrane) and the leaves represent
membranes that do not contain any other membrane (elementary membranes).
Besides, two nodes in the graph are connected if they represent two membranes
such that one of them contains the other one.

In tissue P systems, the tree-like membrane structure is replaced by a general
graph. This model has two biological inspirations (see [9, 10]): intercellular com-
munication and cooperation between neurons. The common mathematical model
of these two mechanisms is a net of processors dealing with symbols and commu-
nicating these symbols along channels specified in advance. The communication
among cells is based on symport/antiport rules, which were introduced as commu-
nication rules for P systems in [11]. In symport rules, objects cooperate to traverse
a membrane together in the same direction, whereas in the case of antiport rules,
objects residing at both sides of the membrane cross it simultaneously but in op-
posite directions. Formally, a tissue-like P system of degree q ≥ 1 with input is a
tuple of the form

Π = (Γ,Σ, E , w1, . . . , wq,R, iΠ , oΠ),

where
3 We refer to [13] for basic information in this ares, to [15] for a comprehensive presen-

tation and the web site [26] for the up-to-date information.
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1. Γ is a finite alphabet, whose symbols will be called objects,
2. Σ(⊂ Γ ) is the input alphabet,
3. E ⊆ Γ (the objects in the environment),
4. w1, . . . , wq are strings over Γ representing the multisets of objects associated

with the cells at the initial configuration,
5. R is a finite set of communication rules of the following form: (i, u/v, j), for

i, j ∈ {0, 1, 2, . . . , q}, i 6= j, u, v ∈ Γ ∗,
6. iΠ ∈ {0, 1, 2, . . . , q},
7. oΠ ∈ {0, 1, 2, . . . , q}.

A tissue-like P system of degree q ≥ 1 can be seen as a set of q cells (each one
consisting of an elementary membrane) labeled by 1, 2, . . . , q. We will use 0 to refer
to the label of the environment, iΠ and oΠ denote the input region and the output
region (which can be the region inside a cell or the environment) respectively.

The strings w1, . . . , wq describe the multisets of objects placed in the q cells of
the system. We interpret that E ⊆ Γ is the set of objects placed in the environment,
each one of them available in an arbitrary large amount of copies.

The communication rule (i, u/v, j) can be applied over two cells labeled by i
and j such that u is contained in cell i and v is contained in cell j. The application
of this rule means that the objects of the multisets represented by u and v are
interchanged between the two cells. Note that if either i = 0 or j = 0 then the
objects are interchanged between a cell and the environment.

Rules are used as usual in the framework of membrane computing, that is, in a
maximally parallel way (a universal clock is considered). In one step, each object
in a membrane can only be used for one rule (non-deterministically chosen when
there are several possibilities), but any object which can participate in a rule of
any form must do it, i.e, in each step we apply a maximal set of rules.

In order to understand how we can obtain a computation of one of these P
systems we present an example of them:

Consider us the following tissue-like P system

Π ′ = (Γ, Σ, E , w1, w2,R, iΠ , oΠ)

where

1. Γ = {a, b, c, d, e},
2. Σ = ∅,
3. E = {a, b, e},
4. w1 = a3 e, w2 = b2 c d,
5. R is the following set of communication rules

(a) (1, a/b, 2),
(b) (2, c/b2, 0),
(c) (2, d/e2, 0),
(d) (1, e/λ, 0),

6. iΠ = 1,
7. oΠ = 0
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We can observe the initial configuration of this system in the Figure 1 (a). We
have four rules to apply. First rule is (1, a/b, 2). The rule can be applied whenever
an object ’a’ is founded in cell 1 and one copy of ’b’ appear in cell 2. This rule sends
’a’ to cell 2 and ’b’ from cell 2 to cell 1. Rule 2 is (2, c/b2, 0) and implies that when
symbol ’c’ present in cell 2 then this rule takes two copies of ’b’ from environment
and sends ’c’ to the environment (i.e. cell 0). Rule 3 is similar to rule 2. Rule 4,
(1, e/λ, 0), sends the object ’e’ to the environment. So, as we have 3 copies of ’a’
and 1 copy of ’e’ in cell 1 and 2 copies of ’b’, one copy of ’c’ and two copies of ’d’
appear in cell 2. Then, all the rules can be applied in a parallel manner. Figure
1(b) show the next configuration of the system after applying the rules. If reader
observes the initial elements in the environment of a tissue-like P systems (in this
case a, b), one can observe the number of the copies of these elements always appear
as one, because we have an arbitrary large amount of copies of them. The only
objects changing its number of copies in the environment during a computation
are the elements were not appear there initially. In this example, d has two copies
because it is not an initial element of the environment.

Fig. 1. (a) Initial Configuration of system Π ′ (b) Following Configuration of Π ′

(a) (b)

Next, we introduce a modification of this model in order to deal with arrays.
An array tissue-like P system of degree q ≥ 1 with input is a tuple of the form

Π = (Γ, V, E , w0, w1, . . . , wq, A1, . . . , Aq,R, iΠ , oΠ),

where

1. Γ is a finite alphabet, whose symbols will be called objects,
2. V is the alphabet of colors verifying V ∩ Γ = ∅.
3. E is a finite subset of arrays on V .
4. w0, w1, . . . , wq are strings over Γ representing the multisets of objects associ-

ated with the cells at the initial configuration,
5. A1, . . . , An are arrays on V , placed on the corresponding cells at the initial

configuration.
6. R is a finite set of communication rules of the following form: (i, uiWi/ujWj , j),

for i, j ∈ {0, 1, 2, . . . , q}, i 6= j, ui, uj ∈ Γ ∗ and Wi,Wj two arrays on V .
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7. iΠ ∈ {0, 1, 2, . . . , q} is the input cell.
8. oΠ ∈ {0, 1, 2, . . . , q} is the output cell.

In a similar way to tissue-like P systems, an array tissue-like P system of degree
q ≥ 1 can be seen as a set of q cells (each one consisting of an elementary mem-
brane) labeled by 1, 2, . . . , q. We will use 0 to refer to the label of the environment,
iΠ and oΠ denote the input region and the output region (which can be the region
inside a cell or the environment) respectively.

The strings w1, . . . , wq describe the multisets of objects placed in the q cells of
the system. We interpret that w0 is the set of objects placed in the environment,
each one of them available in an arbitrary large amount of copies.

For each i ∈ {1, . . . , q}, each Ai is an array placed in the cell i in the initial
configuration and E is the set of arrays placed in the environment, each one of
them available in an arbitrary large amount of copies. The empty array ∅ always
belongs to E . For all the non-empty copies, we will consider that the leftmost pixel
of the bottom row in the array corresponds to the coordinates (0, 0).

Rules are used as usual in the framework of membrane computing, that is,
in a maximally parallel way (a universal clock is considered), regardless if the
environment is involved or not. In one step, each object in a membrane can only be
used for one rule (non-deterministically chosen when there are several possibilities),
but any object which can participate in a rule of any form must do it, i.e, in each
step we apply a maximal set of rules.

The main difference with respect tissue-like P systems is related to the appli-
cation of the rules.

Definition 2. Let us consider two index i, j such that i 6= 0 6= j and two non-
empty arrays Wi and Wj. The communication rule (i, uiWi/ujWj , j) is applicable
over two cells labeled by i and j if the following conditions are verified:

• ui is contained in cell i and uj is contained in cell j
• There exist two arrays, Ai in the cell i and Aj in the cell j and two pairs

z1, z2 ∈ Z2 such that
(a)Wi + z1 ⊆ Ai

(b) Wj + z2 ⊆ Aj

(c) supp(Wi) ∩ supp(Wj) 6= ∅
(d) supp(Ai − (Wi + z1)) ∩ supp(Wj + z1) = ∅
(e) supp(Aj − (Wj + z2)) ∩ supp(Wi + z2) = ∅
The application of this rule means that the objects of the multisets represented

by ui and uj are interchanged between the two cells. The arrays, Ai in the cell i
and Aj in the cell j are substituted by A′i and A′j respectively, where

A′i = (Ai − (Wi + z1)) ∪ (Wj + z1) A′j = (Aj − (Wj + z2)) ∪ (Wi + z2)

Note that if either Ai or Aj is the empty array, then the rule is not applicable.
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Example 2. Let us suppose that we have two cells with labels 1 and 2 with the fol-
lowing objects and arrays, [ z2c3A1 ]1 and [ d3k3bA2 ]2, with z2, c3, d3, k3, b objects
and A1, A2 arrays over {R, B,G}

A1 = {〈(1, 1), G〉, 〈(1, 2), G〉, 〈(2, 2), R〉, 〈(2, 3), B〉}
A2 = {〈(5, 5), G〉, 〈(6, 5), G〉, 〈(6, 6), G〉}

Let us consider the rule r1 ≡ (1, z2W1 / d3k3W2, 2) where W1 and W2 are the
arrays

W1 = {〈(7, 0), G〉, 〈(7, 1), G〉, 〈(8, 1), R〉}
W2 = {〈(7, 1), G〉, 〈(8, 1), G〉}

We will check that r1 is applicable to the cells 1 and 2

• z2 is contained in the cell 1 and d3k3 is contained in the cell 2.
• Let us consider z1 = (−6, 1) ∈ Z2 and z2 = (−2, 4) ∈ Z2

(a) W1 + z1 = {〈(1, 1), G〉, 〈(1, 2), G〉, 〈(2, 2), R〉} ⊆ A1

(b) W2 + z2 = {〈(5, 5), G〉, 〈(6, 5), G〉} ⊆ A2

(c) supp(Wi) ∩ supp(Wj) = {((7, 0), (7, 1), (8, 1)} ∩ {(7, 1), (8, 1)} 6= ∅
(d) A1 − (W1 + z1) = {〈(2, 3), B〉} and W2 + z1 = {〈(1, 2), G〉, 〈(2, 2), G〉}. By

considering their supports we have supp(A1 − (W1 + z1)) = {(2, 3)} and
supp(W2 + z1) = {(1, 2), (2, 2)}, then

supp(A1 − (W1 + z1)) ∩ supp(W2 + z1) = ∅

(e) A2 − (W2 + z2) = {〈(6, 6), G〉} and W1 + z2 = {〈(5, 4), G〉, 〈(5, 5), G〉,
〈(6, 5), R〉}. By considering their supports we have supp(A2− (W2 +z2)) =
{(6, 6)} and supp(W1 + z2) = {(6, 4), (5, 5), (6, 5)}, then

supp(A2 − (W2 + z2)) ∩ supp(W1 + z2) = ∅

The rule r1 is applicable to the cells 1 and 2, and the result of applying the
rule is [ d3k3c3A

′
1 ]1 and [ z2bA

′
2 ]2 where

A′1 = (A1 − (W1 + z1)) ∪ (W2 + z1)
= {〈(2, 3), B〉, 〈(1, 2), G〉, 〈(2, 2), G〉}

A′2 = (A2 − (W2 + z2)) ∪ (W1 + z2)
= {〈(6, 6), G〉, 〈(5, 4), G〉, 〈(5, 5), G〉, 〈(6, 5), R〉}

Next, we define the applicability of a rule if one of the regions involved is the
environment and the arrays are not empty.

Definition 3. Let us consider an index i 6= 0 and two non-empty arrays Wi and
W0. The communication rule (i, uiWi/u0W0, 0) is applicable over two cells labeled
by i and 0 if the following conditions are verified:

• ui is contained in cell i and u0 is contained in cell 0
• There exist an array Ai in the cell i and two pairs zi, z0 ∈ Z2 such that
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(a)Wi + zi ⊆ Ai

(b) supp(Wi + zi) ∩ supp(W0 + z0) 6= ∅
(c) supp(Ai − (Wi + zi)) ∩ supp(W0 + z0) = ∅
The application of this rule means that the objects of the multisets represented

by ui is removed from the cell i and substituted by the multiset represented by u0.
The arrays, Ai in the cell i is substituted by A′i where

A′i = (Ai − (Wi + zi)) ∪ (W0 + z0)

Example 3. Let us suppose the cell 1 with the following objects and arrays,
[ z3

2c3A1 ]1 and A1 the array over {R,B, G}

A1 = { 〈(5, 2), R〉, 〈(6, 2), B〉, 〈(7, 2), G〉, 〈(8, 2), B〉}
〈(9, 2), R〉, 〈(6, 1), B〉, 〈(8, 1), B〉}

Let us consider the rule r1 ≡ (1, z2W1 / d2W0, 0) where W1 and W0 are the arrays

Wi = {〈(3, 3), B〉, 〈(3, 4), B〉}
W0 = {〈(0, 0), R〉}

Let us suppose that d2 belongs to w0 and W0 belongs to E . In order to prove that
r1 is applicable, first we check that z2 is contained in the cell 1 and, according to
the previous claim, d2 is contained in the environment.

We have several possibilities to choose the pair zi, z0. The different choices show
the no determinism of the system. We also apply the rule with maximal parallelism.
In this case we take the following option: the pair zi, z0 with zi = (3,−2) and
z0 = (6, 1) for the first application of the rule and the pair z∗i , z

∗
0 with z∗i = (5,−2)

and z∗0 = (8, 2) for the second application.

(a) W1 + zi = {〈(6, 1), B〉, 〈(6, 2), B〉} ⊆ A1

(a) W1 + z∗i = {〈(8, 1), B〉, 〈(8, 2), B〉} ⊆ A1

(b) supp(Wi + zi) ∩ supp(W0 + z0) = {(6, 1), (6, 2)} ∩ {(6, 1)} 6= ∅
(b) supp(Wi + z∗i ) ∩ supp(W0 + z∗0) = {(8, 1), (8, 2)} ∩ {(8, 1)} 6= ∅
(c) supp(Ai − (Wi + zi)) ∩ supp(W0 + z0) = {(5, 2), (7, 2), (8, 2), (9, 2), (8, 1)} ∩

{(6, 1)} = ∅
(c) supp(Ai − (Wi + zi)) ∩ supp(W0 + z0) = {(5, 2), (6, 2)(7, 2), (9, 2), (861)} ∩

{(8, 2)} = ∅
The rule r1 is applicable and the result of applying the rule twice is [d2

2z2c3A
′
1 ]1

where

A′1 = (A1 − (W1 + z1)− (W1 + z1)∗) ∪ (A0 + z0) ∪ (A0 + z∗0)
= {〈(5, 2), R〉, 〈(7, 2), G〉, 〈(9, 2), R〉, 〈(6, 1), R〉, 〈(8, 2), R〉}

Finally, let us consider the case in which one of the regions involved in the
rule is the environment and the array considered in the environment is the empty
array.
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Definition 4. The communication rule (i, uiWi/u0, 0) is applicable over two cells
labeled by i and 0 if the following conditions are verified:

• ui is contained in cell i and u0 is contained in cell 0
• There exist an array Ai in the cell i and a pair zi ∈ Z2 such that Wi + zi ⊆ Ai

The application of this rule means that the objects of the multisets represented
by ui is removed from the cell i and substituted by the multiset represented by u0.
The array Ai in the cell i is substituted by A′i where A′i = (Ai − (Wi + zi))

Example 4. Let us suppose the cell 1 with the following objects and arrays,
[ z3

2c3A1 ]1 and A1 the array over {R,B, G}

A1 = { 〈(5, 2), R〉, 〈(6, 2), B〉, 〈(7, 2), G〉, 〈(8, 2), B〉}
〈(9, 2), R〉, 〈(6, 1), B〉, 〈(8, 1), B〉}

Let us consider the rule r1 ≡ (1, W1 / d, 0) where W1 is the array Wi =
{〈(3, 3), B〉}. Let us suppose that d belongs to w0. In this case, we have four
possibilities to choose zi. They are (3,−2), (3 − 1), (5,−2), (5,−1). It is trivial to
check that the rule is applicable. It will be applied with maximal parallelism, so
the rule will be applied four times and the result of applying the rule twice is
[d4z3

2c3A
′
1 ]1 where

A′1 = {〈(5, 2), R〉, 〈(7, 2), G〉, 〈(9, 2), R〉}

4 Using Array Tissue-like P Systems in Digital Image

In digital image terminology, given a finite alphabet of colors V and a blank object
# such that # 6∈ V , a two-dimensional (2D) digital image is a pair (S, AS), where
S ⊂ N2 and AS : S → V ∪{#} is an array on S. The size of V , |V |, is the number
of its elements. Moreover, we can introduce an order of colors in an image. We
define the ordered alphabet associate to an image like a pair (V, <V ), where <V is
an order in the set V .

The definition of pixel is associated with arrays, i.e., with equivalence classes
of arrays. In this way, it makes sense that we study the adjoining relation of two
pixels of generic positions (i, j) and (i′, j′) by exploring the relation among these
generic coordinates. For the sake of simplicity, we write the pixel < (i, j), a >
as aij . There exists two natural way of defining adjacent pixels: 4-adjacency and
8-adjacency [17, 18].

In the first case, given a pixel Kij , the list of adjacent pixels to this is
{Kij−1,Kij+1,Ki−1j ,Ki+1j} i.e.; the adjacent pixels to any pixel Kij are just
north, south, west, east of this (no in the diagonal respect to considered pixel).
In the second we consider the pixel Kij (where K = B ∨ K = W ), the list of
adjacent pixels to this is {Ki−1j−1,Ki−1j ,Ki−1j+1,Kij−1,Kij+1, Ki+1j−1,Ki+1j ,
Ki+1j+1} i.e.; the adjacent pixels to a any pixel Kij are just up, down, right and
left of this and, moreover, we consider the diagonal objects.
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We will consider to work in this paper with 4-adjacency (for 2D images), be-
cause from a membrane computing point of view is more complex to design systems
using this adjacency.

In this paper, we want to segment a 2D digital image. For this, we obtain
the boundary of the different regions dividing the image. If we want to draw (or
highlight) the boundaries we can follow two paths: edge-based segmentation and
region-based segmentation. In the first option, we want to draw border line of the
regions. In the second, we want to eliminate (or draw in white) and keep the resting
pixels of the regions.

4.1 Segmenting 2D images

In this paper, we have decided to segment 2D digital images using array tissue-like
P systems based in the first method: edge-based segmentation

Edge-based segmentation

We must find the border points of the regions (with different color) present in an
image. So, we look for the pixels aij with some adjacent pixel of different color. We
consider an input 2D digital image, and the color alphabet of the image ordered.
So, for each image with n × m pixels (n,m ∈ N) we define an array tissue-like
P system whose input is given by an array codifying the input image. For the
answer stage we use a counter z̄i, whose number of copies initially is dr1/27e,
where r = max(n, m) because segmentation takes place in a constant number of
steps.The output of the system is given by the objects appear in the output cell
when it stops.

So, we can define an array tissue-like P systems to do the edge-based segmen-
tation to a 2D image. For each n,m ∈ N we consider the tissue-like P system with
input of degree 2

Π = (Γ, Σ, V, E , w0, w1, w2, A1, A2,R, iΠ , oΠ),

defined as follows

(a) Γ = Σ ∪ {a′ij : a ∈ CS , 1 ≤ i ≤ n, 1 ≤ j ≤ m} ∪ {z̄1},
(b) Σ = {aij : a ∈ CS , 1 ≤ i ≤ n, 1 ≤ j ≤ m},
(c) V = N

(d) E = {a′ b , b a′ ,
a′

b
,

b
a′ ,

a′ b
a′ a′ ,

a′ a′

a′ b
,
a′ a′

b a′ ,
a′ a′

b a′ : a, b ∈ V ∧ a < b},
(e) w0 = {z̄i : 2 ≤ i ≤ 9},

w1 = z̄
dr1/27e
1 , where r = max(n,m),

w2 = z̄
dr1/27e
1 ,

(f) A1, A2 = ∅
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(g) R is the following set of communication rules:

1. (j, z̄i/z̄2
i+1, 0), for i = 1, . . . , 8, j = 1, 2

In this rule, we are working with a counter that it is used in the output of the
systems.

2.

(1, a b / a′ b , 0), for a, b ∈ C, a < b.

(1, b a / b a′ , 0), for a, b ∈ C, a < b.

(1,
a
b

/
a′

b
, 0), for a, b ∈ C, a < b.

(1,
b
a

/
b
a′ , 0), for a, b ∈ C, a < b.

These rules are used when image has two adjacent pixels with different associ-
ated colors (border pixels). Then, the pixel with less associated color is marked
(edge pixel).

3.

(1,
a′ b
a a′ /

a′ b
a′ a′ , 0), for a, b ∈ C, a < b.

(1,
a′ a
b a′ /

a′ a′

b a′ , 0), for a, b ∈ C, a < b.

(1,
a a′

a′ b
/

a′ a′

a′ b
, 0), for a, b ∈ C, a < b.

(1,
b a′

a′ a
/

b a′

a′ a′ , 0), for a, b ∈ C, a < b.

The rules mark (write in capital letters) the pixels which are adjacent to two
pixels with same color and which were marked before. But, with the condition
that the marked objects are adjacent to other pixel with a different color.

4.
(1, z̄9a

′
ij/z̄9, 2), for a ∈ C, 1 ≤ i ≤ n, 1 ≤ j ≤ m

With these rules system sends the edge pixels to the output cell.

(h) iΠ = 1
(i) oΠ = 2.
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An overview of the Computation: A 2D image is codified by the input
array that appear in the input cell and with them the system begins to work.
Rules of type 1 initiate the counter z̄. In a parallel manner, rules of type 2 identify
the border pixels and mark the edge pixels. These rules need 4 steps to mark all
the border pixels. From the second step, the rules of type 3 can be used with the
first rules at the same time. So, in other 4 steps we can mark the rest of the (edge)
pixels adjacent to two edge pixels and other border pixel with a different color to
the other three pixels. System can apply the types of rules 2 and 3 simultaneously
in some configurations, but it always applies the same number of these two types
of rules because this number is given by edge pixels (we consider 4-adjacency).
Finally, the fourth type of rules are applied in the following step on the system
finish to mark all edge pixels in the cell 1. So with one step more we will have
all the edge pixels in the output cells. Thus we need only 9 steps to obtain an
edge-based segmentation for an n×m digital image.

Examples

Fig. 2. (a) Input Image (b) Initial configuration

We show here some examples to see how our system does the edge-based seg-
mentation of 2D images. We work with the images given by Figure 2 (a) and Figure
4 (a).

Initially, we consider an 8× 8 image given by Figure 2 (a). A codifying of the
initial configuration to segment this image is shown in Figure 2 (b). The order of
the colors is the following: green, blue and red. Remember, we apply the rules in
a maximally parallel manner where the pixels used by the rules are shown with
different colors in the Figure 3 (a).

After nine steps, the output configuration is obtained and shown in Figure 3
(b).

Next, we segment the image of size 12 × 14 given by Figure 4 (a). In this
example, we take the colors in the following order: Red, green, brown, orange,
black, blue and light blue. The output image is shown in Figure 4(b).
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Fig. 3. (a) Process (b)Output Configuration

Fig. 4. (a) Input Image (b)Output Configuration

5 Final Remarks

This paper can be seen as a first attempt of formalizing the bridges between
Membrane Computing and Algebraic Topology presented recently by Cristinal et
al. [3, 4, 5].

The starting point is that problems from Digital Images, treated by techniques
of Algebraic Topology, can be suitable for Membrane Computing techniques. The
basis is that such problems can be treated locally by a set of processors, the
information can be expressed as (multi)sets of pixels and other auxiliary objects,
and the transformations can be processed by re-writing-type rules.

Many research lines are open. From the Membrane Computing point of view,
we wonder whether tissue-like models is the most suitable or not, or in which
way this formalization can be improved. From the Algebraic Topology point of
view, the question is to find new representations and new problems which can be
expressed and dealt with Membrane Computing techniques.
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